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Getting started

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
GETTING STARTED

Welcome to the SLS version 2 Dashboard & Visualization Guide.

Dashboard is data visualization updated in real-time. SLS comes with two main, pre-configured

dashboards: All Dashboards and Overview.

* All Dashboards allow you to create dynamic dashboards by adding multiple widgets. A
widget can contain charts, tables, and graphs generated by a search query. A dashboard
can also have diagrams, lists, and tables. If needed, you can change the widgets' height,

width, and positioning.

All Dashboards start with Quick Start, from which you can easily access most of the

features of SLS.
w Dashboards

All Dashboards ~ Overview

QUICK START

)
L4 System Settings A Aplications Bs Repos
Q
reate policies, where log:
P Add
SwTe
® SNMP
o the |
®
@
[ Devices and Device Groups &  Users and Groups & My Preferences
Configure the following for the devices d groups: Configure the following settings:
E 5 oups 5 ord
ps » Doy
Q Search ﬁ Dashboards @ Reports
or tablas in the systam. The search results can be Use reports templates to schedula and creata ad-hoc reports in the
in graphical charts and timecharts following formats
o « POF - WL
Search » Quick Overview “xis + Doex.
Q Reports
@
R

L

* QOverview allows you to monitor your system operations and real-time cybersecurity
incidents based on key measures, workflows, and behavioral patterns. This is a static

dashboard that you cannot customize.

Dashboards

All Dashboards ~ Overview

SOC Operation
Incidents By Status

System Health

A

|

Incidents By Severity

» Medium
High

= Ciitical

Cases By Severity

m Open

In Progress
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SLS provides an array of visualization options including regular bar, line and column charts,
various other statistical tools have been added. Charts are not only an aesthetically pleasing
way to view search results, they also help make data analysis easier.

These options are available in:

e Search Interface
 Dashboards (Widgets)
e Search Templates

€ Back | fields action, log_ts, device_ip, device_name| Use wizard Al w LAST 10 MINUTES w SEARCH

Found 692 logs
g

) AddSearchTo ¥ More ¥ Logs
Histogram Interval: 20 seconds Cumulative | Show/Hide Trendline: Container
® mcount)
35
30
25
20
15
10
o132PM 0133PM 0134PM 01:35 PM 0136 PM 0137 PM 0138 PM 0139 PM 01:40 PM ot:a1 P
December 7, 2021

action log_ts device_ip device_name
[~ Seectrei | reporting speed 2021/12/07 13:41:58 127.0.0.1 localhost
X reporting speed 2021/12/07 13:41:58 127.0.01 localhost
Feld * reporting speed 2021/12/07 13:41:58 127.0.0.1 localhost Table

col_type 100 reporting speed 2021/12/07 13:41:58 127.0.0.1 localhost

collected_at 100 reporting speed 2021/12/07 13:41:58 127.0.0.1 localhost

- reporting speed 2021/12/07 13:41:58 127.0.01 localhost

CTlp 100 reporting speed 2021/12/07 13:41:48 127.0.0.1 localhost

source_name 100 (Lo o 4 o001 /10007 120100 12100 (et
A p— e <<l 1 of 28pages > » Displaying 1-25 of 692 logs @)  Display maximum: 25 ~  logs per pese.

In this document, Stormshield Log Supervisor is referred to in its short form SLS. Images used in
this document are from the partner vendor’s (Logpoint) software program. In your SLS, the
graphics may vary but user experience is exactly the same.
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All Dashboards

All Dashboards allows you to design your own dashboards based on different analytics that
provide an overview of SLS data. It displays data for a specified period of time and includes
dashboards designed for different user roles. All Dashboards aggregates widgets from various
sources so you can group different widgets as you would like to view them. All users can view
All Dashboards. You don't need a SLS admin role.

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
ALL DASHBOARDS

The dashboard creates an overview of any data you wish to monitor regularly, enabling you to
react faster to information.

Creating a Dashboard

1. Go to Dashboard from the navigation bar.

I Dashboards

All Dashboards ~ Overview

)
©
o
I
®
B
e
-
Q
C]
Q
@
R
R

System Settings

Configure the following settings:

* LogPoint Name * IP Address
« DNS . SMTP

. NTP « SNMP
Settings

Devices and Device Groups
Configure the following for the devices:

« Log Parsers * Collectors
* Device Group:

Parsers * Device Groups # Devices

Search

Search after logs or tables in the system. The search results can be
viewed in tabular form as well as in graphical charts and timecharts.

Search » Quick Overview

2. Click on All Dashboards.
3. Click +.
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Applications

Import applications containing knowledge base information as seen
below
« Normalization Package * Dashboard Package
« Search Package « Label Package

* Report Package « Plugins

Applications

Users and Groups

s based on permission groups
« Assign permission groups o user groups.
+ Add users to the user groups

Permission Groups * User Groups * Users

Dashboards

When you import applications, they can contain dashboard
packages. You can import these dashboards from the dashboard list.
You create your own dashboards by clicking the + tab next to the.
Quick Start tab

Dashboards » Quick Overview

sls-en dashboard visualization gde - 07/04/2024
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Repos

Create repositories with defined retention policies, where logs are
stored,

Itis possible to have more than one place to store the logs

Repos

My Preferences

Configure the following settings:

+ Change your password
« Noti Log fetching
+ Date time display format
+ Log fields to be shown on the search results

My Preferences

Reports

Use reports templates to schedule and create ad-hoc reports in the

following formats:

« PDF o HTML
XS * DocX
Reports
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My Dashbeards »
Vendor Dashboards »
Used Dashboards »
Shared Dashboards » Dashboard

o [

4. Enter the Dashboard Name. You can also pull dashboards from the tabs on the left.
5. Click Ok.

Dashboard Types

All Dashboards list all the dashboards created in the SLS and display the information of the
widgets in each dashboard.

At the top left, you can switch among My Dashboards, Used Dashboards, Vendor Dashboards
and Shared Dashboards from the drop-down.

¢ sack My Dashboards

MY DASHBOARD w EXPORT IMPORT MORE 0 SELECTED Search

Widgets Info Actions

Used Dashboard

Vendor Dashboard

Shared Dashboard

Page 1 of 1 C Displaying 1 - 1of 1 Page size: 25

e My Dashboards: The ones created by you. You can Clone, Share/Unshare, Lock/Unlock, and
Delete these dashboards from Actions.

¢ Used Dashboards: The ones you used.

¢ Shared Dashboards: The ones shared between users. Click the Use icon from Actions to use
it.

* Vendor Dashboards: The ones included with SLS. Click the Use icon from Actions to use it.
Click the Clone icon make a copy of the dashboard where you can apply changes.
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Dashboard Tools

Adding a Widget

Widgets help you monitor logs in real-time. You can personally set up a widget and add it to a
Dashboard of your choice. For example, if you want to monitor the firewall activities of devices,
create a widget with the search queries related to the firewall.

1. Goto Dashboard from the navigation bar.

2. Click on All Dashboards. Select a Dashboard and click Add Widget.

QUICK START DASHBOARD 2 +
® ADD WIDGET @ REPORT ¢ SHARE CHANGE REPOS AUTO ARRANGE

3. Enter a Name for the widget.

CREATE WIDGET - STEP 1

Create your own custom dashboard widget.

CREATE DASHBOARD WIDGET

Name: Widget 1

Query: | chart count() by action

Repos: For all repos from all LogPoints w Expose widget to public URL?
Description: Newly Created Widget
Time-range: Day: Hour:

Cancel Previous Finish

4. Enter a Query. Alternatively, click Select to choose any query from the Advanced Query
Picker.
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ADVANCED QUERY PICKER

My Search History My Search History

filter...

My Saved Searches » sent_datasize=* source_address=" | chart max[scpt_dalasize)_ max(received_datasize) by source_address
order by max(sent_datasize), max(received_datasize) desc limit 10

Vendor Searches p |chartcount(
| timechart count{), avg(datasize)

S Lakeks » | chart max(sent_datasize), max(received_datasize)

(R Eorrdies » sent_datasize=* source_address=" | chart max(sent_datasize), max{received_datasize) by source_address
order by max(sent_datasize}, max{received _datasize)

| timechart count()
source_address=* | chart count() by source_address

| process gecipldestination_address) as country_name | chart count{) by country_name, action, protocol

Selected Queries

=

If you choose the Advanced Query Picker, select a query from the lists.

5. Choose the Repos from where you want to generate the logs.
6. Select a Limit for the number of logs generate.

7. Select Expose widget to public URL? to share the widget publicly. When you share a widget
with other users they don't need permission to view it.

© NoTE

* The user the widget is shared with does not need the credentials to view the shared
widget.

* If you selected Expose widget to public URL?, you now have the option to Open
public URL. Click it opens the search results in a new window.

Widget 1

Q search @ Info (@ Edit © Remove Legend @ <«—

mlive search
mindexing speed
mnull
winitialized
lenie
lists read
Login - Successful
msession expired
m tab removed
mreporting speed
m use
Starting
widget edited
premerger processing speed
widget dimension edited

Column  Line Donut Area  Bar  Heatmap Redar TreeMap WorldMap  Table

8. Provide a Description for the widget.
9. Select a Time Range for the logs in the repos.
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© NoTE

* You can set a time range in minutes, hours, or days..
¢ The maximum limit of the time range for the day field is 30.

10. Click Finish.

© Note
If Data Privacy Module is enabled, Can Request Access users can only view encrypted data.

@ IMPORTANT
When configuring repos for a new dashboard, only select the relevant ones. Using a large number
of repos impacts SLS performance.

Editing a Widget

At the top-right, click the Widget Options icon.

Widget 1
f
mread

W premerger processing speed
m indexing speed
mnull
m initialized

lists read

Login - Successful

Starting
W premerger processing speed
m reporting speed

Edit a widget options include:

Widget 1 v

Q Search 0 Info g Edit 0 Remove o Incident o Alert 0

You can Search for the results, get Info, Edit, Remove, and open the widget in Public URL. You
can also toggle the display of the Legend if there is one.

Additionally, You can create Alerts and Incidents.
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You can also create and use graphs, including tables, area charts, line charts, bar charts,
column charts, gauge charts, display charts, and donut charts. The type of graph you can use
depends on the type of search results.

Tables
The following query:

| chart count () by action

Generates the following table:

Widget 1 - Table v
Q Search O o [ Edi € Remove [+ ]

Q udp,block-url 10

Q widget dimension edited 3

Q block-url 129

Q indexing speed 498

Q reset-server 145

Q reset-clinent 118

Q udp,reset-both 8

Q alert 119
Column Line Donut Area Bar Heatmap Radar TreeMap World Map

There are other graphs. Click on their link to learn more.
* Area Chart

* ATICK chart

» Bar Chart

¢ Bubble Chart

* Clustered Bar Chart

¢ Clustered Column Chart
¢ C(lustered Line Chart

¢ Column Chart

* Day/Hour Heatmap Chart
* Display Chart

¢ Donut Chart

¢ Gauge Chart

* Heatmap Chart

* Line Chart

» Parallel Coordinate chart
¢ Radar chart
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¢ Sankey chart

e Stacked Area Chart

¢ Stacked Column Chart
* TreeMap Chart

¢ World Map Chart

Report
QUICK START DASHBOARD 2
© ADD WIDGET [5) REPORT || @ SHARE CHANGE REPOS AUTO ARRANGE

You can use dashboards to generate reports. A report replicates the contents and datain a
widget. You can't schedule or change a report’s layout in a widget.

Change Repos

QUICK START DASHBOARD 2
© ADD WIDGET  [§) REPORT ¢ SHARE CHANGE REPOS AUTO ARRANGE

You can change the Repos for log results of all the Widgets in the Dashboard.

Auto Arrange

QUICK START DASHBOARD 2

© ADD WIDGET [3 REPORT > SHARE CHANGE REPOS AUTO ARRANGE

You can manually change the sizes and position of widgets, you can also use Auto Arrange.

Sharing a Dashboard

You can share a dashboard from All Dashboards with different users and give them the read,
edit, or full permissions. Any changes made in the dashboard are visible to all the shared users.
However, auto-arranging or re-arranging a widget's size and position is reflected only on the
current user's dashboard.

Sharing a Dashboard from the Dashboard Page

1. Go to Dashboard from the navigation bar.
2. Selectthe dashboard you want to share and click Share.

QUICK START DASHBOARD 2

© ADD WIDGET [3) REPORT || ¢ SHARE CHANGE REPOS AUTO ARRANGE

3. Select a User Group. All the users in that user group are listed in the drop-down.

4. Select the Read, Edit, or Full permission for the users. Selecting the Full permission allows
the user to read, edit, remove, and share the dashboard.

Page 13/146 | sls-en dashboard visualization gde - 07/04/2024
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SHARE DASHBOARD ©
User Group: User Account Administrator LogPoint Administrator -
User Groups Read Edit Full
v & User Account Administrator
& Johndoe
a janedoe
£ LogPoint Administrator

5. Click Submit.

© NoTE

* You can't share UEBA or vendor dashboards with other users.

e By default, a new user has the same permission as the user group they belong to.

Sharing a Dashboard from Knowledge Base

1. Gotosettings >> Knowledge Base from the navigation bar and click Dashboard.
2. Select My Dashboard from the drop-down.

3. Click the Share icon in the Actions column.

MY DASHBOARD ¥ EXPORT IMPORT MORE ¥ 0 SELECTED search
S.N.  Name Widgets Info Actions
1 Dashboard 1 widget_name: Widget 1 & w
description:

query: device_ip=127.0.0.1

display_type: chart

repos: repos from 1 LogPoints

time_range: last 1 hour

public url: https://10.45.3.18/api/iframe/widget/5ff6e44a20e5e95186f45936?user=admin

widget_name: Widget 2

description:

query: |chart count() by device_name

display_type: chart

repos: repos from 1 LogPoints

time_range: last 1 hour

public url: https://10.45.3.18/api/iframe/widget/5ff6e61420e5e95186f45938?user=admin

4. Select a User Group. All the users in that user group are listed in the drop-down.
5. Select the Read, Edit, or Full permission for the users.
6. Click Submit.
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Using a Shared Dashboard

1. GotosSettings >> Knowledge Base from the navigation bar and click Dashboard.
2. Select Shared Dashboard from the drop-down.
3. Click the Use icon in the Actions column.

Shared Dashboards

SHARED DASHBOARD ¥ IMPORT MORE w 0 SELECTED search
S.N. Name Widgets Info User Actions
1 Dashboard 1 widget_name: Widget 1 admin @’ @
description:

query: device_ip=127.0.0.1
display_type: chart

repos: repos from 1 LogPoints
time_range: last 1 hour

© NoTE

* |f auser does not have access to a repo used in a shared dashboard, the data
displayed comes from repos they have access to.

¢ Ifonly one repo is selected in the shared dashboard, and the user does not have
access to the repo, the dashboard is empty.

* When a widget's graphs in a shared dashboard is changed by a user with the Edit or
Full permission, the graphs are changed for all users. However, when a user with the
Read permission changes a graph it only changes for them.

You can also use a shared dashboard from Add Dashboard.

1. Goto Dashboard from the navigation bar and click the + icon.
2. Select Shared Dashboards.
3. Select the dashboard you want to use and click Ok.

ADD DASHBOARD [x

New 4 Search
My Dashboards > SN Name Widget Count

Vendor Dashboards » 1 Jane_Dashboard 1

Used Dashboards » 2 Dashboard 3 1

Shared Dashboards > 3 Dashboard 2 1

— =

4. Choose Repos and click Ok.
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Deleting a Shared Dashboard's Owner

Goto settings >> User Accounts from the navigation bar and click Users.
De-activate the user by clicking the De-Activate User icon in the Actions column.
Click Manage De-Activated Users.

Click the Delete icon in the Actions column of the user.

Click Yes.

a s w e

© Note
You can do this using Transfer Ownership when you delete the user whose dashboard is being

shared.

6. To transfer ownership, select a user from the drop-down and click Submit.

TRANSFER OWNERSHIP (x]

Please re-assign or delete the following personalized items of the user(s)

Username Shared Item Name

janedoe Dashboards Jane_Dashboard

ASSIGN TO USER

admin

—

© Note
The transferred dashboard is listed in My Dashboards of the new owner.

7. To delete the user and user's dashboard without transferring ownership, click Delete.

TRANSFER OWNERSHIP (x]

Please re-assign or delete the following personalized items of the user(s)

Username Shared Item Name

janedoe Dashboards Jane_Dashboard

ASSIGN TO USER

admin

=l

Importing and Exporting Dashboards

In addition to importing and exporting dashboards, you can also clone, share, unshare, lock,
unlock, and delete them using the icons in the Actions column or from the More drop-down at
the top-right corner. Click Details for more information about the dashboard.
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Exporting Dashboards using Knowledge Base

1. Gotosettings >> Knowledge Base from the navigation bar and click Dashboards.

€ Back My Dashboards
MY DASHBOARD EXPORT IMPORT MORE 1SELECTED  Search

S.N. Name J Widgets Info Actions
1 dashboard 1 \i4qar name: widget! g~ Rl
description:

query: | chart count()

display_type: chart

repos: repos from 1 LogPoints

time_range: last 1 hour

public url: https://10.45.3.91/api/iframe/widget/5b504a81d8aaad2c1ad1505d?user=harry

2 Quick Start

Page 1 of 1 o Displaying 1 -20f2 Pagesize: 25

2. Select the dashboards that you want to export.
3. Click EXPORT.

4. Save the .pak file as a backup or store in the computer system to use it in another SLS.

Importing a Dashboard using Knowledge Base

1. Gotosettings >> Knowledge Base from the navigation bar and click Dashboards.

€ Back My Dashboards
MY DASHBOARD EXPORT IMPORT MORE =  OSELECTED  Search

S.N.  Name J Widgets Info Actions

1 dashboard_1 widget_name: widget1

description:

query: | chart count()

display_type: chart

repos: repos from 1 LogPoints

time_range: last 1 hour

public url: https://10.45.3.91/api/iframe/widget/5b504a81d8aaad2c1ad1505duser=harry

2 Quick Start

Page 1 of 1 o Displaying 1 -20f2 Pagesize: 25

2. Click IMPORT.

3. Browse and upload the .pak file containing the dashboards to import.
4. Click Submit.

© NotE

* Dashboards shared with you are listed in My Dashboards. You can edit and share this
dashboard with other users. If you need to use the original dashboard, first delete

yours. Then click Shared Dashboard and select it. You can also do this for vendor
dashboards.

¢ You can drag and drop the widgets from one dashboard to another and must avoid
dropping the widgets into a locked dashboard.
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Customizable Drilldown from Dashboard Widgets

Customizable drill-down options are available in dashboard widgets. You can get more
information from your search queries. Using drill down in your dashboard widgets lets you look
at specific details of query results.

For example, when viewing results that include the destination address, destination port,
source address, and source port in the query you can drill down in each individual parameter.

Here are two scenario examples.
Non-Empty Search from Widget

A widget with the following search query:

destination_address=* | timechart count() by destination port

Search from Widget v

Q 6 [ © Legend
Current snapshot is for 2018/07/12 04:01:00 To 2018/07/12 04:11:00
destination_address="* | timechart count{) by destination_port

For 1 repo from 1 LogPoint over the last 10 minutes

The query results are displayed as a graph.

Search from Widget

[:.,::: mé7

m137
138
0 "5
1268
1368
8 m 1406
m1524
m 1602
m14619
& 1888
2861
2888
4730
4 /-" 49885

50955

A A Sies

2 / \ A\ /A m 52198
I\ I\ [ 52219

/\ /\ 53231

0 — - - A - 52326

04:28 AM - D4:29 AM D4:30AM 0431 AM D432 AM 0433 AM D434 AM 04:35 AM 04:36 AW D4:37 AM
July 12, 2018
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You can toggle between edit and non-edit mode. In edit mode, you can select the graph type,
for example Clustered Line Chart, Stacked Column Chart, and Tables. In non-edit mode, you can

drill down.
Search from Widget v Search from Widget ~
(t Search @ i @ Edn © Remove Legend - . ® :gs
u137 n137
138 138
md43 nd43
10 445 10 445
1268 1268
m 1368 8 m1368
¢ w1406 m 1406
m 1461 m 1461
w1524 w1524
: ol 0
2. =
“ = -
2|\ S 2 / %8s
\ I3 REE A Rt
‘- N AN ANE N a A
Clustered Line Stacked Column " o e
Edit Mode Non Edit Mode
Select destination port: 80 and count(): 3 for to drill down.
Search from Widget v
D » mé7
:} ® m B0
7 w137
138
m 443
& 445
1034
1087
5 m 1098
timestamp: 2018/07/12 04:46:00 " jligg
4 destination_port: 80 : 161%
countl): 3 1621
5 L 1699
1938
2881
5 51713
52198
52324
1 57845
m &0241
null
] = = 54133
\V, 4 ~ = g/ = < = S 54552
04:43 AN Dddd AM 0443 AM 0446 AN D47 AM 048 AN D4:49 AM 050 AM 04:571 AM D4:52 AM
July 12, 20N8

When you click on the highlighted result, you get the option to drill down one of the following

specific parameters:

* Filter

* Drill down by

* Top 10 drill-down by
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Search from Widget v
) mnull
® mé7
16 m B0
443
m 345
14 1097
1404
i 1573
12 m 20%0
m 52219
m 52070
‘IU m 55432
g
&
4
timestamp: 2018/07/12 05:09:00
3 destination_port: 80
count(): 4
05:07:45 AM 05:08:00 AM  DS0B:15AM  05.0B:30 AM  05:0B:45 AM  05.09:00 AM  D5:09:15 AM  05:09:30 AM
July 12, 2018

The Filter drilldown searches on Range, destination port and count(). The Drilldown by and Top
10 drill-down searches for the destination address.

The results of all three drilldown types can be opened and viewed in the same window or a new
window. Enable Range.

Filter Filter
Range: 2018/07/12 05:09:00 To 2018/07/12 05:11:00 [ o) Range: 201B/07/12 05:09:00 To 2018/07/12 05:09:05

destination_port: 80 destination_port: 80

Page 20/146

N~

destination_address

Top 10 drilldown by

destination_address

count(): 4
View Logs View Logs
Drilldown by Drilldown by

destination_address

Top 10 drilldown by

destination_address

Enabled Time Range of 05:09:00 to 05:11:00

Disabled Time Range of 05:09:00 to 05:09:05

When drilling down on the Range value, the results opens on the same page.

. N

sls-en dashboard visualization gde - 07/04/2024




%

STORMSHIELD

Page 21/146

N

© © rsssema s

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
ALL DASHBOARDS

- = 20w
® 2

= 200712050905

- = w20 0n0

B

= 200712050915
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Q v =msomsen
a 8 2
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Search Result for Enabled Time Range of 05:09:00 to 05:11:00

Search Result for Disabled Time Range of 05:09:00 to 05:09:05

When drilling down on "destination port"=138, the results for the destination port opens in the

same page.

destination_address=* | timechart count() by destination_port | filter

€ BACK

SEARCH

@ Found 3 logs © AddSearchTo ¥ o More ¥  Timechart

Interval: 5 seconds
1 ® w138

08

06

04

02

4
07:15:59 AM 07:16:10 AM 07:16:20 AM 07:16:30 AM 07:16:40 AM 07:16:50 AM 07:17:00 AM 07:17:10 AM 07:17:20 AM 07:17:30 AM 07:17:40 AM
November 29, 2019
Timestamp destination_port count()

Q w B 2019/11/29 07:16:00
Q B 138 1
Q w s 2019/11/29 07:16:05
Q B 138
Q w s 2019/11/29 07:16:10
Q B 138
Q w s 2019/11/29 07:16:15
Q @ 138
Q w s 2019/11/29 07:16:20
Q ® 138
Q w B 2019/11/29 07:16:25
Q @ 138
Q w s 2019/11/29 07:16:30

When the drilling down is carried out on "count()"=3, the search results for the count open on

the same page.

« Back  destination_address=* | timech:

count() by destination_port | filter "count()"=3

d  x/1 w 2019/11/1209:25:00 TO 2019/11/29 03:59:00 w SEARCH

@ Found 4,091 logs

© AddSearchTo ¥ ¢ More ¥ Timechart

Interval: 13 hours
8 ® 29
mi38
25 52808
2
1.5
1
05
0 ~— p——
Tue 12 Wed 13 Thu 14 Fri 15 Sat 16 Sun 17 Mon 18 Tue 19 Wed 20 Thu 21 Fri 22 Sat 23 Sun 24 Mon 25 Tue 26 Wed 27 Thu 28
November 2019
Timestamp. destination_port count()
Q @ 67
Q B 137 3
Q B 138
Q B 52,808
Q w 5 2019/11/16 04:25:00
Q @ 67
Q ® 137
Q ® 138
Q @ 52,808
Q w B 2019/11/16 17:25:00
Q B 67
Q ® 137
Q

@ 138

A

|
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When drilling down on destination address, the results open in the same page.

1/1 w 2018/07/12 05:09:00 TO 2018/07/12 05:11:00 w SEARCH

# BACK "destination_port"="2090" destination_address="* | chart count{) by destination_address order by count() desc| Use wizard

@ Found 1 logs AddSearchTo + More v Chart
m count))

09

o7

0s

03

01

10.233.1.72
destination_address count()

Q 10.233.1.72 1

When drilling down on the destination address, the results open in the same page.

1/1 w 2018/07/12 05:09:00 TO 2018/07/12 05:11:00 w SEARCH

# BACK  "destination_port"="2090" destination_address="* | chart count{) by destination_address order by count() desc  Use wizard

Add Search To v More ¥ Chart

mcount])

@ Found 1 logs

10.233.1.72

destination_address count()

Q 10.233.1.72 1

Empty Search from Widget

This widget has no search query.
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CREATE WIDGET - STEP 1 o

Create your own custom dashboard widget.

CREATE DASHBOARD WIDGET

MName: Empty Search
ey 3
Repos: For 1 repo from 1 LogPoint = I RN Tt I Expose widget to public URL?
Description:
Tima-ranga: Day: Hour: Minute:
0 = & $ 0 =

= =

A blank query looks like this.

Empty Search

2018/07/12 05:49:59

log_ts=2018/07/12 05:49:59+  device_ip=127.0.0.1+ | device_name=localhost~ col_type=syslog~ | repo_name=_logpoint
severity=3 v | facility=7 v | col_ts=2018/07/12 05:49:59 ~ | collected_at=LogPoint~  logpoint_name=_LogPoint~

<59=> Jul 12 05:49:59 LPO0Z2.lcgpoint.net MSWinEventLog 2 Security 12994841 Wed Jul 15 12:08:24 2

015 4729 Microsoft-Windows-Security-

Auditing IMMUMNEMbizsrv_Lacal_Administrators MNAA Success Audit LPOD2.logpoint.net Security Group M

anagement A member was removed from a security-enabled global group.  Subject:  Security ID: 5-1-5-21-

4469186442-1298088002-1541874228-

7946 Account Mame: Jennifer Account Domain: IMMUNEDOMAIN Logon ID: OxxtSr2pit  Member:  Security ID: 5-1-5-

21-469186442-1298088002-15416874228-

1045 Account Mame: CMN=Chris Beagle, OU=>5tandard, OU=Users,CU=logpaint.net,DC=logpoint, DC=net  Group: Security

ID: 5-1-5-21-469186442-1298088002-1541874228-

12767 Group MName: bizsrv_Local_Administrators Group Domain: IMMUNEDOMAIN  Additional Information:  Privileges:

- 12989566

2018/07/12 05:49:59
log_ts=2018/07/12 05:49:59~  device_ip=127.0.0.1~ | device_name=|localhest~ col_type=syslog~ | repo_name=_logpoint+
col_ts=2018/07/12 05:49:59 ~ | collected_at=LogPoint~ | logpoint_name=LogPoint~
<0=Jul 12 2018 05:49:59 %PX|ASA-1-

107001: RIP auth failed from IP_address: version=number, type=string, mode=string, sequence=number an interface interface

_name

The results of a blank query are only the logs collected for the specified range of time, no
graphs. You can refine the search query by clicking the on specific parts of the search results,
for example key-value pair, or a raw log message. This starts a of search based on the selected
parameter.

For example, if you click syslog:

Page 23/146 | sls-en dashboard visualization_gde - 07/04/2024




& SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD ALL DASHBOARDS

Empty Search v

2018/07/12 05:49:59

log_ts=2018/07/12 05:49:59~  device_ip=127.0.0.1~ | device_name=|localhest~ col_type=syslog~ | repo_name=_logpoint+
severity=3 v | facility=7 v | col_ts=2018/07/12 05:49:59 ~ | collected_at=LogPoint~  logpoint_name=LogPoint~

<59> Jul 12 05:49:59 LPO0Z.logpoint.net MSWinEventLog 2 Security 12994841 Wed Jul 15 12:08:24 2
015 4729 Microsoft-Windows-Security-

Auditing IMMUMNEMbizsrv_Lacal_Administrators MNAA Success Audit LPOD2.logpoint.net Security Group M
anagement A member was removed from a security-enabled global group.  Subject:  Security ID: 5-1-5-21-
4469186442-1298088002-1541874228-

7946 Account Mame: Jennifer Account Domain: IMMUNEDOMAIN Logon ID: OxxtSr2pit  Member: Security ID: 5-1-5-
21-469186442-1298088002-1541874228-

1045 Account Mame: CMN=Chris Beagle, OU=5tandard, OU=Users, CU=logpaint.net,DC=logpoint, DC=net  Group: Security
ID: §-1-5-21-469186442-1298088002-1541874228-

12767 Group Name: bizsrv_Local_Administrators Group Domain: IMMUNEDOMAIN - Additional Information:  Privileges:
- 12989564

2018/07/12 05:49:59
log_ts=2018/07/12 05:49:59 + | device_ip=127.0.0.1 v | device_name=localhost~  col_type=syslog~ | repo_name=_logpoint v
col_ts=2018/07/12 05:49:59~ | collected_at=LogPoint~ | logpeint_name=LogPoint~

<0=Jul 12 2018 05:49:59 %PX|ASA-1-
107001: RIP auth failed from IP_address: version=number, type=string, mode=string, sequence=number an interface interface

_name

This opens the search result of the query "col type"="syslog". The graph used depends on what
you select.

& BACK r'cgl_zype"="5y5\og” Use wizard 1/1 w 2018/07/12 04:55:00 TO 2018/07/12 05:55:00 w SEARCH
@ Found 34,920 logs Add SearchTo + More w Logs
Histogram Interval: 2 minutes Cumulative Show/Hide Trendline m
@: mcount)

11K

900

700

500

300

100

04:55 AM 05:00 AM 05:05 AM 05:10 AM 05:15 AM 05:20 AM 05:25 AM 05:30 AM 05:35 AM 05:40 AM 05:5 AM 05:50 AM
uly 12,2018

© 2018/07/12 05:54:59

5

§ log_ts=2018/07/12 05:54:59 ~ ' device_ip=127.0.0.1 ~ ' device_name=localhost~ | col_type=syslog~ ' repo_name=_logpaint~ | saverity=2~ | facility=17+ | col_ts=2018/07/12 05:54:59~ | collected_at=LogPoint~

e logpeint_name=LogPoint

E <138> Jul 12 05:54:59 LP014.logpoint.net MSWinEventLog 2 Security 27960415 Fri Jan 16 10:02:45 2015 4754 Microsoft-Windows-Security-

B Audiing  IMMUNE\CSAdministator ~ N/A SuccessAudit  LP014.logpointnet  Security Group Management A security-enabled universal group was created.  Subject: Security ID: 5-1-5.21-

E 469186442-1298088002-1541874228-13219  Account Name: James Account Domain: IMMUNEDOMAIN Logon ID: Oxt7u3ep01 Group: Security ID: 5-1-5-21-469186442-1298088002-1541874228-

13054 Group Name: CSAdministrater Group Domain: IMMUNEDOMAIN  Attributes: SAM Account Name: CSAdministrator  SID History: - Additional Information: Privileges: - 27950098

2018/07/12 05:54:59

log_ts=2018/07/12 05:54:59 ~ ' device_ip=127.0.0.1 | device_name=localhost~ | col_type=syslog~ | repo_name=_logpaint~ | saverity=5+ | facility=10+ | col_ts=2018/07/12 05:54:59~ | collected_at=LogPoint~
logpoint_name=LogPaint

1 of 38pages > » Displaying 1-25 of 939 logs €  Display maximum: 25 ~  logs per page

Now you can drill down. When you hover a specific part of the search results, you can drill down
to get more details.
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SEARCH

@ Found 34,920 logs © AddSeachTo v W More v Logs

Histogram Intervals 2 minutes Cumistve  Show/Hide Trendline EZX3

() mcount)

11K

900

700

500

300 .

timestamp: 2018/07/12 05:25:00
100 countl 1162
04:55 AM 05:00 AM 05:05 AM 05:10 AM 05:15 AM 05:20 AM 052 Aivi CEEE wad AM 05:40 AM 05:45 AM 05:50 AM

July 12, 2018

9 2018/07/12 05:54:59
% log_ts=2018/07/12 05:54:59 ' device_ip=127.0.0.1+  device_name=localhost | col_type=syslog~ ' repo_name=_logpeint~ | severity=2~ | facility=17 v | col_ts=2018/07/12 05:54:59~ | collected_at=LogPoint
5 logpaint_neme=LogPoint v
rg <138> Jul 12 05:54:59 LP014.logpoint.net MSWinEventLog 2 Security 27960415 Fri Jan 16 10:02:45 2015 4754 Microsoft-Windows-Security-
B Auiing  IMMUNE\SAdministrator  N/A SuccessAudit  L®014Jogpointaet  Secuity Group Management A security-enabled universal group was created.  Subject: Security ID: §-1-5-21-
g 469186442-1298088002-1541874228-13219  Account Name: James Account Domain: IMMUNEDOMAIN Logon ID: Oxt7u3ep01 Group: Security ID: 5-1-5-21-469186442-1298088002-1541874228-
13054 Group Neme: CSAdministrater Group Domain: IMMUNEDOMAIN  Attrbutes: SAM Account Name: CSAdministrater SID History: - Additional Information: Privileges: - 27950098

2018/07/12 05:54:59
log_ts=2018/07/12 05:54:59 ~ | device_ip=127.0.0.1+ | device_name=localhost v | col_type=syslog~ | repo_name=_logpoint~ | severity=5+ | facility=10 | col_ts=2018/07/12 05:54:59~ | collected_at=LogPoint~

legpoint_name=LogPoint ~

& < 1 of 3B pages > » Displaying 1-25 of 939 logs ) Display maximum: 25 w  logs per page

Filter

Range: 2018/07/12 05:25:00 To 2018/07/12 05:27:00

View Logs

Drilldown by

col_type

Top 10 drilldown by

col_type
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Overview shows the same data for a specific and non-adjustable period from one place. It
includes multiple dashboards for different personas, including a SOC manager, SOC analyst and
SIEM engineer. It brings together widgets from various sources, aggregates their data and lets
you manage how you want to view it. You need SLS admin permission to view Overview.

To view Overview:
1. Click Dashboard from the navigation bar.
2. By default, All Dashboards opens. Click Overview on the right of All Dashboards.

System Health Dashboard

The System Health dashboard monitors system components such as disk usage, memory
usage, CPU usage, and messages per second events, providing administrators with a high-level
system health overview. These system events can help you identify unusual patterns or
activities, understand whether the system is running efficiently, and detect potential threats,
malware, or malicious events early so you can take corrective actions.

The dashboard's widgets are:

Widget Description
Name

Disk Usage  The total number of gigabytes SLS is using to run programs and carry out tasks daily in the
specified period. Disk usage relates to hard disk performance.

Memory The trend of memory (RAM) capacity SLS uses while running processes or tasks in the
Usage specified period. This helps admin users understand system capacity and make sure there is
enough memory.

CPU Usage  The total percentage of processing power in use so an admin user can check system
performance, health and speed.

Messages SLS's scalability and capacity to handle a large volume of messages within a second. It can
Per Second | help admin users identify peak message rates and assess capacity.
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Disk Usage Memory Usage

Capacity: 149 GB Used: 114 GB Available: 35 GB Memory Usage: 49.2 %
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SOC Operation Dashboard

The SOC Operation dashboard is an overview of real-time cybersecurity incidents based on key
measures, workflows, and behavioral patterns. The incident status/severity, cases
status/severity and case response event data SLS provides is from daily activity during a
specified period. You can use this dashboard to check SOC effectiveness and ensure all
security operations including detections, analyses, and responses are running effectively.

The dashboard's widgets are:

Widget Description
Name

Incidents By = Unresolved and resolved incident trend's accumulated data collected each day over a
Status specified period so SOC managers can use to find the number of changed incident states.

Incidents By  The total number of accumulated incidents with severity (critical, high and medium) not
Severity closed daily in a specified period so a SOC manager can view risk trends associated with
incidents and adjust the incident threshold.

Cases By The total number of accumulated cases with severity (critical, high and medium) not closed
Severity daily in a specified period so SOC managers can see how case severity has changed and
help them prioritize case work.

Cases By The accumulated data on open and in progress cases trends for each day in a specified
Status period. SOC managers can view the proportion of cases whose status changed and evaluate
the current risk level.

Automated The accumulated data of cases closed by playbooks (automated response) and cases
Response vs  closed by SOC analysts (manual response) monthly in the specified period to assess the
Manual case resolution reliability of the playbook so SOC managers can track the efficiency of
Response automation.
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Visualization

Response Types in Visualization

Altogether, there are eight response types for the representation of search results in the
visualization. Four of them are the regular response types, and the other four response types
are the same responses grouped into time buckets for a given time-range.

Single Aggregation without Grouping

The Single Aggregation without Grouping response type is used for aggregation of an individual
parameter concerning a given aggregation parameter.

The general syntax for the Single Aggregation without Grouping is:

| chart aggregation parameter

This search query displays the value of the aggregation parameter over a specified range of
time. The result of this response type can be represented in the form of :

Visualization Type Sample Search Query
Display Chart | chart count()

Gauge Chart | chart count()

Single Aggregation with Grouping

The Single Aggregation with Grouping response type is used for aggregation of various grouping
parameters concerning a given aggregation parameter. The general syntax for Single
Aggregation with Grouping is:

| chart aggregation parameter by grouping parameterl, grouping parameter2,
........ , grouping parametern

Example queries of Single Aggregation with Grouping are:
| chart count() by device name
| chart sum(datasize) by action, protocol
| chart avg(datasize) by type, protocol, device ip

The response type displays the value of the aggregation parameter, grouped by all the grouping
parameter(s) in the specified time range. The result of this query can be represented in the

form of :
Visualization Sample Search Query
Type
Display Chart | chart count() by attack category
Column Chart  Severity=* | chart count() by severity order by count() desc
limit 5
Line Chart severity=* | chart count() by severity
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Visualization Sample Search Query
Type

Donut Chart source address=* | chart count () by source address

Area Chart action=* source address=* | chart count() by action, source
address

Bar Chart severity=* | chart count () by severity order by count () desc
limit 5

Heatmap Chart source_ address=* action=* | chart count() by source address,
action order by count() desc limit 10

Radar chart service=* action=* | chart count () by action, service

TmeMapChan source address=* action=* | chart count() by source_ address,
action order by count() desc limit 10

Parallel | process geoip (source address) as source country | chart

Coordinate count () by source country, sub_category, destination location

Chart

process geoip(source address) as country | chart count() by

Sankey chart '
country, severity, category, sub category

World Map | process geoip(destination address) as country name | chart
Chart count (), avg(datasize) by country name, action

ATT&CK chart | chart count () by attack id

General Operations for Single Aggregation with Grouping

This section contains the general operations applicable to all the charts belonging to the Single
Aggregation with Grouping response type.

© NoTE

Some charts might consist of operations that are relevant to the specific chart only. In that case,
refer to the article of the particular chart.

Drill-down

In the Single Aggregation with Grouping response type, you can perform the drill-down specific
value of the grouping or aggregation parameter.

When you hover over a component of a graph (including but not limited node, line, bar, point] a
tooltip appears. The tooltip displays all the relevant information about the particular component.
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€ Back action=" protocol=* | chart count() by action, protocol Use wizard Al w LAST10MINUTES w
@ Found 253logs Add Search To + More w Chart
m count()
30
25
20
15
10
s actit llow

reset deny, . drop-. reset. udpb. udp,d. udp,d. allow . count(: 22 alert reset. deniie. udp,r. drop, wdp,r.. udp,r black udp.a.
L~
action protocol count{)

Q reset-sarver udp 21
Q deny udp 2
Q drop-all-packets udp 2
Q reset-both udp 15
Q udp,block-url 0400000 2

Page 1 of 1 ] Displaying 1 -5 of 5

Click the component to open a new drill-down window. The window summarizes the information
of the selected node along with the option to drill down as per your preference.

Filter
action: allow E

protocel: udp
count(): 22

View Logs

Drilldown by

action

protocol

Top 10 drilldown by

action

protocol

Click the corresponding Open in a new window icon to further drill down on any field.
Additionally, you can view the search results for the selected set of data by clicking View Logs
in the same window.
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€ BAaCk  action=" protocol=* | chart count( by action, protocol | searct = Use wizard  All w LAST 10 MINUTES w

@ Found 253 logs @ AddSearchTo + i More v Chart

coun
22 L] t)

action protocol count{)

Q allow udp 22

Multiple Aggregation without Grouping

The Multiple Aggregation without Grouping response type is used for aggregation of multiple
aggregation parameters for all the available logs or the given repo and time range. An example
of a search query for such response is:

| chart count (), avg(datasize)

This query displays the total count and the average of datasize of the logs collected in the
specified range of time. The result of this query can be represented in the form of :

Visualization Type Sample Search Query

Clustered Column Chart | chart max(sent datasize), max(received datasize)
Clustered Bar Chart | chart avg(sent datasize), avg(received datasize)
Display Chart | chart count(), max(datasize), avg(datasize)

General Operations for Multiple Aggregation without Grouping
Interactive Legend

In Multiple Aggregation without Grouping, when a chart is rendered, all selected aggregation
parameters are displayed with a unique color for each aggregation parameter. However, you
can choose to view the graphs concerning a specific aggregation parameter(s).

To hide an aggregation parameter, click the name of the parameter on the legend at the extreme
right side of the container.

# 8ACK | chart max(sent_datasize), max(received_datasize Use wizard Al w LAST 10 MINUTES w

Found 591 logs © AddSearchTo = i More =

450 & datasize)
400

350

150

max{sent_datasize) max(received_datasize)

Q 453 429
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When you click a name of a parameter on the legend, the section referring to the respective
parameter disappears, and a new chart is rendered consisting of all other aggregation
parameters. You can unhide the parameter by clicking the legend again.

# 8ACK | chart max(sent_datasize), max(received_datasize Use wizar d Al w LAST10OMINUTES w SEARCH

© Found 591 logs Add Search To = More v  Chan

mmax(sent_datasize)
450 max{received_datasize)
|~
max(sent_datasize) max(received_datasize)
Q 453 429
O NoTE
The scale on the y-axis is auto-adjusted as per the value of the remaining aggregation parameter
(s).
Drill down
Through the drill-down feature, you can choose to retrieve detailed results about a specific
section of a chart. In Multiple Aggregation without Grouping response type, you can drill-down
search operation over a specific value of aggregation parameter.
Hover over a component of a graph (example: node, line, bar, point] to view the tooltip. The
tooltip displays all the relevant information about the particular component.
& BACK | chart max{sent_datasize), max(received_datasize Use wizard Al w LAST 10 MINUTES SEARCH
@ Found 591 logs Add SearchTo More ~ Chart

mmax(sent_datasize)
aso mmax(received_datasize)

400
350
300
250
200
150
100

50

max(sent_datasize) max({received_datasize)

Q 453 429

Click the segment to open a drill-down window. The window summarizes the related information
of the selected section along with the option to drill down as per your preference.

Filter

max(received_datasize): 449

View Logs E;F
W

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.
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€ BACK Usewizard Al w LAST 10 MINUTES w

@ Found 566 logs © AddSeachTo v i More v Logs

Histogram Intenval: 10 seconds Cumulative | Show/Hide Trendiine [ Colmn + |

110

05:01:29 PM 05:02:00 PM 05:02:30 PM 05:03:00 PM 05:03:30 PM 05:04:00 PM 05:04:30 PM 05:05:00 FM 05:05:30 PM 05:06:00 PM

July 11, 2018

2018/07/11 17:06:33
Connection | Deny | Firewall

log_ts=2018/07/11 17:06:33 v  device_ip=127.00.1+ | device_name=localhost~ lﬁ\ilypenmesyﬂem v | source_address=10.45.3.25+ source_port=1 37+ destination_address=10.45.3.255~ dasl'nalwonipo =137~ sig id=19023~ source_name=/var
flog/syslog~ | repo_name=_logpoint ¥ | action=denied ~ | object=set firewall - | col_ts=2018/07/11 17:06:33 - | collected_at=LogPoint~ | logpoint name=LogPoint | norm_id=Kemel v | process=kermel » | protocol=udp >

Jul 11 11:21:23 LogPoint kemel: [32154.231571] set_firewall; denied udp; IN=eth0 OUT= MAC=fF:f:f:f:f:f:00:50:56:b3:ab:3:08:00 SRC=10.45.3.25 DST=10.45.3.255 LEN=78 TOS=0x00 PREC=0x00 TTL~=128 ID=18576 PROTO=UDP SPT=137 DPT=137

LEN=58

E
H
)
2
5
a
a
&
a
&

2018/07/11 17:06:33
~ | repo_name=_logpoint | col_ts=2018/07/11 17:06:33~ | collected_at=LogPoint~

log_ts=2018/07/11 17:06:28~ | device_ip=127.0.0.1 | device.s v | col_typ v | source_f
logpoint_name=LogPoint ~
2018-07-11_11:21:28.38020 WARNING: Checking Support Connection

2018/07/11 17:06:33

« < 1 of38pages > » Displaying 1-25 of 939 logs @)  Display maximum: 25 v logs per page

© NoTE
The drill-down feature is not applicable for the Display format of Multiple Aggregations without

Grouping response type.

Multiple Aggregation with Grouping

The Multiple Aggregation with Grouping response type is used for aggregation of grouping
parameters concerning given multiple aggregation parameters.

The general syntax for Multiple Aggregation with Grouping is:

| chart aggregation parameterl, aggregation parameter2 by grouping
parameterl, grouping parameter2, ..., grouping parametern

Example queries of Multiple Aggregation with Grouping type are:

| chart count(), avg(datasize) by action

user=* | chart count (label=Fail) as Failed, count (label=Successful) as
Successful by user order by Failed desc limit 10

This query displays the count and average datasize of the collected logs in the specified time
range grouped by the actions applied. The result of this query can be represented in the form of

Visualization Sample Search Query

Type

action=Allow or action=Deny | chart count(action=allow) as
AllowedConnection, count (action=deny) as DeniedConnection by
source_address order by count (action=allow), count
(action=deny) desc limit 10

Clustered
Column Chart

action=Allow or action=Deny | chart count (action=allow) as
AllowedConnection, count (action=deny) as DeniedConnection by
source_address order by count (action=allow), count
(action=deny) desc limit 10

Clustered Bar
Chart
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Visualization Sample Search Query
Type

Clustered Line sent datasize=* source address=* | chart max(sent datasize),

Chart max (received datasize) by source address order by max(sent
datasize), max(received datasize) desc limit 10

Stacked Area sent datasize=* source_ address=* | chart max(sent datasize),

Chart max (received datasize) by source address order by max(sent
datasize), max(received datasize) desc limit 10

Radar chart "norm id"="WinDNSDHCP"| chart count (lease address=end), count
(lease address=start) by user

World Map | process geoip(destination address) as country name | chart

Chart count (), avg(datasize) by country name, action

Bubble Chart | chart count (), max(sig_id) by action

General Operations for Multiple Aggregation with Grouping

This section contains the general operations that can be applied to all the charts belonging to
the Multiple Aggregation with Grouping response type.

© NoTE

Some charts might consist of operations that are relevant to the specific chart only. For such
operations, refer to the section of the particular chart.

Interactive Legend

In the Multiple Aggregation with Grouping response type, when a chart is rendered, values of all
the selected aggregation parameters are displayed with a unique color for each aggregation
parameter. However, you can choose to view the graphs concerning specific aggregation
parameter(s).

To hide an aggregation parameter, click the name of the parameter on the legend at the extreme
right side of the container.

+ BACK action=Allow or action=Deny | chart count{action=allow) as AllowedConnection, count ! as DeniedC 1 by source_addre Use wizard All w LAST 10 MINUTES w

@ Found 7,604 logs © AddSearchTo v Y Mors v Chart
mAllpwedConnection
- mD&EedConnection
s
0
»
20
15
10
5
|| | || - - - g
1220010 Z111080 e B2z 1952242 WeA0zezn eI WIS M0z TSrazze2am
source_address AllowedConnection DeniedConnection
Q 127.0.0.10 34 40
Q 22.11.108.0 4 0
Q 176.31.150.16 3 o
Q 35.233.114.27 2 &
Q 195.22.4.21 2 1
Q 208.100.26.251 2 1
[e] 193.166.255.171 2 0

Page 1 of 1 o Displaying 1-10 of 10
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Click the name of a parameter on the legend, to hide its respective section. A new chart is
rendered consisting of all other aggregation parameters. You can unhide the parameter by
clicking the legend again.

# 8ACK | chart max(sent_datasize), received_datasize Use wizar d Al w LAST10OMINUTES w SEARCH
@ Found 591 logs Add Search To » More v  Chart

Clustered Column w

mmax(sent_datasize)

450 max(received_datasize)
400
350
300
250
200
150
100
o
|~
max(sent_datasize) max(received_datasize)
Q 453 429
© Note

The scale on the y-axis is auto-adjusted as per value of the remaining aggregation parameter(s).

Drill-down

In the Multiple Aggregation with Grouping response type, you can drill-down search operation
regarding a specific value of the grouping parameter concerning a single or multiple aggregation
parameters.

Hover over a component of a graph (example: node, line, bar, point e.t.c) to view a tooltip. The
tooltip displays all the relevant information about the particular component.

« Back  action=Allow or action=Deny | nt{action=allow) as AllowedConnection, (action=deny) as DeniedConnection by source_addre Use wizard Al w LAST10MINUTES w
@ Found 7,608 logs Add Search To w Mo v Chart

Clustered Column v

mAllowedConnection
mDeniedCennection

source_address:  35.233.114.27

127.00.10 22111080 17631.150.16 3523311 DgpiedConnection: & 00.26.251 193.166.255.171 195.157.15.100 95.140229.147 157.122.62.205
[~
source_address AllowedConnection DeniedConnection
Q 127.0.0.10 34 40
Q 22.11.108.0 4 0
Q 176.31.150.16 3 0
Q 35.233.114.27 2 ]
Q 195.22.4.21 2 1
Q 208.100.26.251 2 1
(e} 193.166.255.171 2 0
Page 1 af 1 o Displaying 1-10 of 10

Click the segment to open a drill-down window. The window summarizes the related information
of the selected section along with the option to drill down as per your preference.
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Filter
source_address: 35.233.114.27
DeniedConnection: &

View Logs

Drilldown by

action E,’
W
Top 10 drilldown by

action

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.

€ Back  source_address= action=Allow or action=Deny () by action 0 desd Usewizard  al w tastTrommuTes v [T

® Found 8logs Add Search To Moe v  Chan

action count(

Timechart Single Aggregation without Grouping

The Timechart Single Aggregation without Grouping response type is used for aggregation of
processed logs to a given aggregation parameter grouped into time buckets (as a time series
data) over a specified time range.

The general syntax for the Timechart Single Aggregation without Grouping is:

| timechart aggregation parameter

Example queries of the Timechart Single Aggregation without Grouping type are:

| timechart count ()
| timechart sum(datasize)
| timechart avg(datasize)

This response type displays the value of the aggregation parameter in the specified range of
time. The charts that are used to visualize the queries belonging to this response type are :
Column, Line, Area, Day/Hour Heatmap, and Radar
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Column Chart | timechart avg(datasize)
Line Chart | timechart avg(datasize)
Area Chart | timechart sum(datasize)
Radar chart "norm id"="WinDNSDHCP"| timechart count (lease
address=drop)
Day/Hour Heatmap | timechart sum(datasize) as TotalDatasize every 1 hour
Chart

Additionally, the Cumulative chart option is also available along with the Normal chart for the
Column, Line, and Area charts. The Cumulative option visualizes the results by accumulating
data from the starting point to the current time-bucket for all time-buckets whereas the normal
option visualizes the results as obtained from the query.

General Operations for Timechart Single Aggregation without Grouping
Drill-down

You can choose to view a detailed search for the response type regarding a specific value in
two ways, i.e., from the line, or using a drag box.

Hover over a specific component/area of a chart to view a tool-tip. The tooltip displays all the
information about the particular node.

€ Back | timechart avg(datasize) Usewizard Al w LAST 10 MINUTES w SEARCH
Found 177,843 logs © AddSeachTo = ¢ More v Timechart

Intervals 1 hour Cumdatva | Show/Hide Trendline [ colurn |

® mavgldatasize)

400 2"
200
timestamp:  2018/07/11 16:00:00
05AM  OSAM  10AM  1TAM  1ZPM  OTAM  0ZPM  oapw o YSduasizel 84615 PM G9PM  10PM  11PM  12AM  OTAM  02AM  OIAM  GAAM  05AM  OGAM
July 11, 2018 Tuiy 12, 2018
L~
Timestamp avg(datasize)
Q 2018/07/11 08:00:00 65173
Q 2018/07/11 09:00:00 547.55
Q 2018/07/11 10:00:00 573.02
Q 2018/07/11 11:00:00 233.98
Q 2018/07/11 12:00:00 139.11
Q 2018/07/11 13:00:00 230.86
Q 2018/07/11 14:00:00 35331
Q 2018/07/11 15:00:00 21269
Q 2018/07/11 16:00:00 82615
Q 2018/07/11 17:00:00 11373
Q 2018/07/11 18:00:00 [
Q 2018/07/11 19:00:00 036
Q 2018/07/11 20:00:00 0
Q 2018/07/11 21:00:00 288.8
Q 2018/07/11 22:00:00 1323.32
Q 2018/07/11 23:00:00 96351

Click the component to open a drill-down window. The window summarizes the related
information of the selected section along with the option to drill down as per your preference.
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Filter

Range: 2018/07/11 16:00:00 Te 2018/07/11 17:00:00

Vie gs El’

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.

Usewizard Al w LAST 10 MINUTES w

+ BACK
& Found 5971 logs © AddSearchTo v o More v Logs
Histogram Intenval 2 minutes Cumdstve | ShowHids Trendiine [ coumn ~ |
550 ® mcount)
aso
350
250
150
50
04:00 PM 0405 PM 04:10 PM 04:15 PM 0420 PM 04:25 PM 0430PM 04:35 M 04:40 PM 04:45 PM 04:50 PM 04:55 PM

July 11,2018

2018/07/11 16:59:57
Connection ~ Deny | Firewall

0g_15=2018/07/11 16:59:57 | device_ip=127.0.0.1 | device_name=localhost~ | col_type=filesystem | source_acdress=0.0.0.0+ | source_port=68 | destination_address=255.255.255.255 | destination_port=67 v | sig_id=19023+ | source_name=/var
flog/syslog~ | repo_name=_logpoint~ | action=denied | object=set_firewall » | col_ts=2018/07/11 16:59:57 | collected_at=LogPoint ~
Jul 11 11:14:55 LogPoint kernel: [31766.063997] set_firewall; denied udp; IN=eth0 OUT= MAC1:f:f:ff:f:00:50:56:b3:67:€2:08:00 SRC=0.0.0.0 DST=255.255.255.255 LEN=328 TOS=0x10 PREC=0x00 TTL=128 ID=0 PROTO=UDP SPT=68 DPT=67 LEN

logpoint_name=LogPoint » | norm_id=Kemel~ | process=kemel ~ | protocol=udp v

=308

ES
g
H
Ly
5
H
2
s
H
5

2018/07/11 16:59:57
Benchmarker | LogPoint

og_ts=2018/07/11 16:59:57 v | device_ip=127.0.0.1 v | device_name=localhost v
actual_mps=1+ | col_ts=2018/07/11 16:59:57 + | collected_at=LogPoint v | doable_mps=946 ~ | logpoint_n

t/immune/var/log/benchma... » | repo_name=_logpoint porting speed v | obj

|_type=filesystem~ | sig_id=10505~ | s
=LogPoint+ | no

d=LogPoint ~ | service=filesystem_collector -

2018-07-11_11:14:57 reporting speed; servi ystem_callector; actual_mps=1; doable_mps="

1 of 38pages > » Displaying 1-25 of 939 logs @@ Display maximum: 25 ~ logs per page

In addition to that, you can also drill down any chart of the response type using the drag box.
Click and drag the mouse inside the graph, a yellow colored transparent drag box appears. You
can drill-down the selected section of the chart by clicking the drill-down icon on the top-right
corner of the box. You can resize or move the drag box as per your requirement.
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& BAck | timechart avg(datasize) Usewizard Al w LAST 10 MINUTES w _

@ Found 184 logs © AddSearchTo v o More »  Timechart
Interval: 10 seconds Cumulative | Show/Hide Trendline:
[>] ® mavgidatasize)
126
10K
£
&
K
ES
03:56:00 AM 035630 AM 03:57:00 AM 03:57:30 AM 03:5600 AM 03:56:30 AM 03:59.00 AM 0359:30 AM 04:00:00 AM 04:00:30 AM
July 12, 2018
Timestamp avg(datasize)
Q 2018/07/12 03+ [
Q 2018/07/12 03+ 12818.97
Q 2018/07/12 03:56: 1721.94
Q 2018/07/12 03:56:31 395
Q 2018/07/12 03:56:41 [}
Q 2018/07/12 03:56:51 [}
Q 2018/07/12 03:57:01 [
Q 2018/07/12 03:57:11 82
Q 2018/07/12 03:57:21 124
Q 2018/07/12 03:57:31 [}
Q 2018/07/12 03:57:41 [}
Q 2018/07/12 03:57:51 [}
Q 2018/07/12 03:58:01 [}
Q 2018/07/12 03:58:11 82
Q 2018/07/12 03:58:21 124
Q 2018/07/12 03:58:31 [

Cumulative chart

The Cumulative chart displays the accumulated data values throughout the given time range. To
view the cumulative chart, click Cumulative on the left side of the container of a chart.

& BAcK | timechart avg(datasize) Use wizard Al w LAST 10 MINUTES w _

© Found 184 logs © AddSeschTo = o More =  Timechart
Interval: 10 seconds llgSumulative | Show/Hide Trendline

Cumulative Statistic
® mavg(datasize)

10K

8K

&K

a®

x

03:56:00 AM 03:56:30 AM 03:57:00 AM 035730 AM 035600 AM 035830 AM 03:5%:00 AM 035730 AM 040000 AM 04,0030 AM
July 12, 2018
Timestamp avg(datasize)

Q 2018/07/12 03:56:01 0
Q 2018/07/12 03:56:11 12818.97
Q 2018/07/12 03:56:21 1721.94
Q 2018/07/12 03:56:31 395
Q 2018/07/12 03:56:41 0
Q 2018/07/12 03:56:51 0
Q 2018/07/12 03:57:01 0
Q 2018/07/12 03:57:11 62
Q 2018/07/12 03:57:21 124
Q 2018/07/12 03:57:31 0
Q 2018/07/12 03:57:41 0
Q 2018/07/12 03:57:51 0
Q 2018/07/12 03:58:01 0
Q 2018/07/12 03:58:11 62
Q 2018/07/12 03:58:21 124
Q 2018/07/12 03:58:31 0
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€ BACK | (datasize)
& Found 184 logs
Interval: 10 seconds Normal

Show/Hide Trendline

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
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Usewizard Al w LAST 10 MINUTES w SEARCH ‘

Add Search To More w Timechart

(® mavg(datasize)

10K
3
2
03:56:00 AM 03:56:30 AM 03:57:00 AM 03:57:30 AM 03:58:00 AM 03:58:30 AM 03:59:00 AM 03:59:30 AM 04:00:00 AM 04:00:30 AM
July 12, 2018
L~
Timestamp avg(datasize)
Q 2018/07/12 03:56:01 0
Q 2018/07/12 03:56:11 12818.97
Q 2018/07/12 03:56:21 1721.94
Q 2018/07/12 03:56:31 395
Q 2018/07/12 03:56:41 0
Q 2018/07/12 03:56:51 0
Q 2018/07/12 03:57:01 0
Q 2018/07/12 03:57:11 62
Q 2018/07/12 03:57:21 % 124
Q 2018/07/12 03:57:31 0
Q 2018/07/12 03:57:41 0
Q 2018/07/12 03:57:51 0
Q 2018/07/12 03:58:01 0
Q 2018/07/12 03:58:11 62
Q 2018/07/12 03:58:21 124
Q 2018/07/12 03:58:31 0

Click Normal to view the regular chart.

Trendline

You can select the Show/Hide Trendline checkbox to identify whether the time-series data is
likely to increase, decrease, or remain constant over a time period. The data on an increasing
trend forms an upsloping line, whereas, on a decreasing trend, it forms a downsloping line. The
Show/Hide Trendline checkbox is available for Column, Line, and Area charts of this response

type only.

© NoTE

The Show/Hide Trendline checkbox is also available for Column, Line, and Area charts resulted
from Simple search queries and a blank search query.

€ BACK (datasize)
® Found 1,035,450 logs

Interval: 1 day

Show/Hide Trendline:

Usewizard Al w LAST 10 MINUTES w SEARCH ‘

Add Search To ¥ More ¥  Timechart

mavg(datasize)

@

Timestamp

2019/12/24 00:00:00
2019/12/25 00:00:00
2019/12/26 00:00:00
2019/12/27 00:00:00
2019/12/28 00:00:00
2019/12/29 00:00:00
2019/12/30 00:00:00
2019/12/31 00:00:00
2020/01/01 00:00:00
2020/01/02 00:00:00

PPOLPOPLOLOPD

Interactive Animation

avgldatasize)

0

0
87.23
125.33

66.25
62.73
87.88

The charts belonging to the Timechart response type include an interactive play button. The
button allows you to slide through values of the charts concerning time buckets known as

Interval.

A
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Click Play on the right side of the container to start the animation. The graph is refreshed every
four seconds, i.e., that graph shifts from one time-bucket to another time bucket every four
seconds. Value of the time bucket is dependent upon the time-range specified in the Interval.

€ sack | timechart avg(datasize) Use wizard

@ Found 188 logs © AddSewchTo v g More v  Timechart

Interval: 10 seconds Cumulative | Show/Hide Trendline
® %@ ®
1721
11097 ¥
Max: 12818.97
Timestamp avg(datasize)
Q 2018/07/12 03:56:01 [
Q 2018/07/12 03:56:11 12818.97
Q 2018/07/12 03:56:21 1721.94
Q 2018/07/12 03:56:31 395
Q 2018/07/12 03:56:41 o
Q 2018/07/12 03:56:51 o
Q 2018/07/12 03:57:01 0
Q 2018/07/12 03:57:11 62
Q 2018/07/12 03:57:21 124
Q 2018/07/12 03:57:31 o
Q 2018/07/12 03:57:41 0
Q 2018/07/12 03:57:51 0
Q 2018/07/12 03:58:01 0
Q 2018/07/12 03:58:11 62
Q 2018/07/12 03:58:21 124
Q 2018/07/12 03:58:31 o

You can also click Pause, Stop, Previous, Next, Replay as required.

© NotE
The operations Cumulative chart and Interactive Animation are not available for the Radar chart.

Timechart Single Aggregation with Grouping

The Timechart Single Aggregation with Grouping response type is used for aggregation of
processed logs by an individual grouping parameter concerning given a single aggregation
parameter grouped into time buckets (as a time series data) over a specified time range.

The general syntax for Timechart Single Aggregation with Grouping is:

| timechart aggregation parameter by grouping parameterl, grouping
parameter2, ..... , grouping parametern

Example queries of Timechart Single Aggregation with Grouping type are:

| timechart count () by action

This query displays the count of the logs generated by the individual action, for an individual
time bucket over a specified range of time. The result of this query can be represented in the

form of :
Visualization Type Sample Search Query
Clustered Line Chart event category=* | timechart count () by event category

Stacked Column Chart source address=* | timechart count () by source address
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General Operations for Timechart Single Aggregation with Grouping

This section contains the general operations that can be applied to all the charts belonging to
the Timechart Single Aggregation with Grouping response type.

© NoTE

Some charts might consist of operations that are relevant to the specific chart only. In this case,
refer to the section of the particular chart.

Interactive Legend

In the Timechart Single Aggregation with Grouping response type, when a chart is rendered, all
the aggregation values of the selected grouping parameter(s) are displayed with a unique color
for each value of the grouping parameter(s). However, you can choose to view the graphs
concerning a specific value of grouping parameter(s).

To hide the value of a grouping parameter, click the name of the parameter on the legend at the
extreme right side of the container.

& Found 7,764 logs

Interval: 15 minutes

u TRAFFIC
=~ mTHREAT

o -&vp....m
Y
a0 |\
N\,
200
100
0
0G15AM 06:30AM 0645 AM O700AM O7-15AM 0730AM O745AM OBQDAM OBSAM OB:30AM OB4SAM O9O0AM O09:15AM O%30AM 0945 AM 10:00AM 10-15AM 1030AM 1045 AM T10AM 11:15AM 1130 AM
July 12,2018
L~
Timestamp event_category count()
Q hd 2018/07/12 06:05:00
Q ® TRAFFIC 339
Q )] THREAT 372
Q (] hrtimer
Q v 2018/07/12 06:20:00
Q ® TRAFFIC 70
Q )] THREAT &3
Q ® hrtimer
Q hd 2018/07/12 06:35:00
Q B TRAFFIC
Q B THREAT
Q @ hrtimer
Q hd 2018/07/12 06:50:00
Q ® TRAFFIC 248

When you click a name of a parameter on the legend, the section (line, bar) referring to the
respective parameter disappears, and a new chart is rendered consisting all other values of the
grouping parameter(s). Click the legend again to unhide the particular value.
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@ Found 7,764 logs

Interval: 15 minutes

06:15AM 0630 AM 06:45AM O700AM 07:15AM 0730AM O07:45AM _08:00 AM

t) by event_category
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© AddSearchTo v W More v Timechart

® WIRAFFIC
m THREAT

Q—Nr:urey

08:15AM O0B:30AM 0B45AM O0F00AM 09:15AM 030AM O09:45AM 1D:00AM 10:15AM 1030 AM 1045AM 11:00AM 11:15AM 11:30 AM

July 12,2018

Timestamp

Q w = 2018/07/12 06:05:00

Q B TRAFFIC
Q ® THREAT
Q B hrtimer
Q w = 2018/07/12 06:20:00

Q B TRAFFIC
Q ® THREAT
Q B3] hrtimer
Q w = 2018/07/12 06:35:00

Q ® TRAFFIC
Q B THREAT
Q @ hrtimer
Q W = 2018/07/12 06:50:00

Q ® TRAFFIC

© nNotE

event_category

count()

39
372

63

248

The scale on the y-axis is auto-adjusted as per the value of the remaining values of grouping
parameter(s).

Drill-down

You can choose to view a detailed search for the response type regarding a specific value in
two ways, i.e., from the line, or using a drag box.

Hover over a specific component/area of a chart to view a tool-tip. The tooltip displays all the

information about the particular node.

« BACK event_category=" | timechart cour

t0 by event_category

@ Found 23,290 logs © AddSearchTo = % Moe v Timechart

Interval: 1 hour =
%) mTRAFFIC
16¢ ® m THREAT
WRPC
mhrtimer

126

800

400 T~

a S— S—
2018/07/11 20:00:00
TIAM  12PM OTPM_ 02PM  03FM_ O4PM  0SPM 0 event_category: TRAFFIC AM  O1AM  0ZAM  03AM  D4AM  O5AM  O4AM  O7TAM  O0BAM  O9AM
July 11, 2018 340 July 12,2018
Timestamp event_category J count)

Q w55 2018/07/11 11:00:00
Q ® TRAFFIC 1,044
Q B THREAT 984
Q ® RPC
Q ® hrtimer
Q W % 2018/07/11 12:00:00
Q @ TRAFFIC 178
Q @ THREAT 212
Q ® RPC
Q ® hrtimer

Click the component to open a drill-down window. The window summarizes the related
information of the selected section along with the option to drill down as per your preference.
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Filter
Range: 2018/07/11 20:00:00 To 2018/07/11 21:00:00

event_category: TRAFFIC

View Logs

Drilldown by

EVEI’\I_{H!E%%I‘Y E"r

Top 10 drilldown by

event_category

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.

& sack | art " & ) as Dangerous, ( = ) as Traffic Usewizard | Al w LAST10 MINUTES
@ Found 340 logs Add Search To » Mo v  Chart
mcount)

300

20

200

150

100

%

TRAFFIC
event_category count()

Q TRAFFIC 340

In addition to that, you can also drill-down any chart of the response type using the drag box.

Click and drag the mouse inside the graph, a yellow colored transparent drag box appears. You
can drill-down the selected section of the chart by clicking the drill-down icon on the top-right

corner of the box. You can resize or move the drag box as per your requirement.
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+ BACK event category=" |t t count() by event_category Use wizard Al w LAST 10 MINUTES w
® Found 7,071 logs Add Search To w More w  Timechart
I— =ra

®) mTHREAT
m TRAFFIC
mRPC

200

160

120

O759PM_ 05:10PM _0820PM_08:30PM 0B40PM OBSOPM _O0900PM O09:10PM 09.20PM_09:30PM _0940PM _09:50PM 1000PM 10:10PM 1020PM 1030PM 1040PM _10S0PM 1100PM 11:10PM_11:20PM 1130PM_11:40PM
Sy 11, 2018
L~
Timestamp event_category count)

Q ¥ 1 2018/07/11 20:00:00

Q @ THREAT

Q ® TRAFFIC

Q @ RPC

Q A 2018/07/11 20:08:00

Q ® THREAT

Q @ TRAFFIC

Q @ RPC

Q - 2018/07/11 20:16:00

Q ] THREAT

Q @ TRAFFIC

Q @ RPC

Interactive Animation

The charts belonging to the Timechart response type include an interactive Play button. It
allows you to slide through values of the charts concerning time buckets known as Interval.

€ BACK event_category=" | tirr t count(l by event_category Usewizard Al w LAST 10 MINUTES w
© Found 7,071 logs Add Search To. More w  Timechart
[oICICIO)
THREAT TRAFFIC RPC
L~
Timestamp event_category count{)
Q w5 2018/07/11 20:00:00
Q ® THREAT
Q ® TRAFFIC
Q ® RPC
Q W 55 2018/07/11 20:08:00
Q ® THREAT
Q ® TRAFFIC
Q B RPC
Q - 2018/07/11 20:16:00
Q ® THREAT
Q ® TRAFFIC
Q B RPC

Click the Play on the right side of the container to start the animation. The graph is refreshed
every four seconds, i.e., that graph shifts from one time-bucket to another time bucket every
four seconds. Value of the time bucket is dependent upon the time-range specified in the
Interval.

You can also click Pause, Stop, Previous, Next, Replay as required.

Timechart Multiple Aggregation without Grouping

The Timechart Multiple Aggregation without Grouping response type is used for aggregation of
processed logs related to the given parameters. The logs are grouped into time buckets (as a
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time series data) over a specified time-range.

The general syntax for Timechart Multiple Aggregation without Grouping is:

| timechart aggregation parameterl, aggregation parameter2,
aggregation parametern

Example queries of Timechart Multiple Aggregation without Grouping type are:
| timechart count (), avg(datasize)

This query displays the count of total logs generated and the average datasize of collected logs
for individual time bucket over a specified range of time. The result of this query can be
represented in the form of :Clustered Column, Clustered Line, Radar, and Stacked Area charts.

Visualization Sample Search Query
Type

Clustered norm_ id=WinDNSDHCP | timechart count (lease address=drop) as
Dropped, count (lease address=start) as Started, count (lease

Column Chart
address=end) as ENDED

Clustered Line | timechart count ("event category" = "THREAT") as Dangerous,

Chart count ("event category" ="TRAFFIC") as Traffic

Radar chart norm_id=WinDNSDHCP | timechart count (lease address=drop) as
Dropped, count (lease address=start) as Started, count(lease
address=end) as ENDED

Stacked Area sent datasize=* source_ address=* | chart max(sent datasize),

Chart max (received datasize) by source address order by max(sent

datasize), max(received datasize) desc limit 10

General Operations of Timechart Multiple Aggregation without Grouping

This section contains the general operations that can be applied to all the charts belonging to
the Timechart Multiple Aggregation without Grouping response type.

© Note
Some charts might consist of operations that are relevant to the specific chart only. For such
operations, refer to the section of the particular chart.

Interactive Legend

In the Timechart Multiple Aggregation without Grouping response type, when a chart is
rendered, all the values of the selected aggregation parameter(s) are displayed with a unique
color for each value of the aggregation parameter(s). However, you can view the graphs for
specific aggregation parameter(s).

To hide an aggregation parameter, click the name of the parameter on the legend at the extreme
right side of the container.
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& BAck | timechart count( E ) as Dangerous, count( = ) as Traffic Use wizard Al w LAST 10 MINUTES w

@ Found 210,466 logs © AddSearchTo More w  Timechart
Interval: 15 minutes
®) mDangerous
u Traffic
= ©

” I“||II||III|I|II|I
06:30 AM 07.00 AM 07:30 AM 06:00 AM 08:30 AM 09:00 AM 09:30 AM 10:00 AM 10:30 AM 11:00 AM

05:30 AM 06:00 AM
July 12, 2018
|~
Timestamp Dangerous Traffic

Q 2018/07/12 05:26:58 0 0
Q 2018/07/12 05:41:58 0 0
Q 2018/07/12 05:56:58 359 355
Q 2018/07/12 06:11:58 255 258
Q 2018/07/12 06:26:58 0 0
Q 2018/07/12 06:41:58 81 &4
Q 2018/07/12 06:56:58 385 337
Q 2018/07/12 07:11:58 497 428
Q 2018/07/12 07:26:58 502 436
Q 2018/07/12 07:41:58 358 an
Q 2018/07/12 07:56:58 114 85
Q 2018/07/12 08:11:58 104 89
Q 2018/07/12 08:26:58 102 100
Q 2018/07/12 08:41:58 130 94
Q 2018/07/12 08:56:58 126 87
Q 2018/07/12 09:11:58 m 77

When you click a name of a parameter on the legend, the section (line, column, bar] referring to
the respective parameter disappears, and a new chart is rendered consisting all other
aggregation parameters (s). Click the legend again to unhide the value.

& Back | timechart count( = ) as Dangerous, count( = ) as Traffic Use wizard Al w LAST10 MINUTES w
® Found 210,466 logs ) AddSearchTo #r More v Timechart

wDangerous
® =0

350

250

150

50
05:30 AM 06:00 AM 06:30 AM 07:00 AM 07:30 AM 08:00 AM 08:30 AM 09:00 AM 09:30 AM 10:00 AM T0:30 AM 100 AM
July 12,2018
e
Timestamp Dangerous Traffic

Q 2018/07/12 05:26:58 0 0
Q 2018/07/12 05:41:58 0 0
Q 2018/07/12 05:56:58 359 355
Q 2018/07/12 06:11:58 255 258
Q 2018/07/12 06:26:58 0 0
Q 2018/07/12 06:41:58 81 64
Q 2018/07/12 06:56:58 385 337
Q 2018/07/12 07:11:58 497 428
Q 2018/07/12 07:26:58 502 436
Q 2018/07/12 07:41:58 358 an
Q 2018/07/12 07:56:58 14 85
Q 2018/07/12 08:11:58 104 89
Q 2018/07/12 08:26:58 102 100
Q 2018/07/12 08:41:58 130 94
Q 2018/07/12 08:56:58 126 87
Q 2018/07/12 09:11:58 m 77

© Note
The scale on the y-axis is auto-adjusted as per the value of the remaining aggregation parameter

(s).
Drill-down

You can choose to view a detailed search for the response type regarding a specific value in
two ways, i.e., from the line, or using a drag box.

Hover over a specific component/area of a chart to view a tool-tip. The tooltip displays all the
information about the particular node.
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© AddSeachTo v iy Moe v Timechart

€ Back | timechart count( jory* = ) as Dangerous, count( - ) as Traffic

@ Found 210,466 logs
Interval: 15 minutes
® mDangerous
Traffie

n
450

350

250

timestamp: 2018/07/12 07:26:58
Traffic: 436

150

0530 AM 0600 AM 0630 AM 07:00 AM 730 AM 0800 AM 06:30 AM 0900 AM 05:30 AM 1000 AM 030 AM 00 AM
Sy 12,2016
L~
Timestamp Dangerous Traffic
Q 2018/07/12 05:26:58 o 0
Q 2018/07/12 05:41:58 0 0
Q 2018/07/12 05:56:58 359 355
Q 2018/07/12 06:11:58 255 258
Q 2018/07/12 06:26:58 o 0
Q 2018/07/12 06:41:58 81 &4
Q 2018/07/12 06:56:58 385 337
Q 2018/07/12 07:11:58 497 428
Q 2018/07/12 07:26:58 502 436
Q 2018/07/12 07:41:58 358 an
Q 2018/07/12 07:56:58 114 85
Q 2018/07/12 08:11:58 104 89
Q 2018/07/12 08:26:58 102 100
Q 2018/07/12 08:41:58 130 94
Q 2018/07/12 08:56:58 126 87
Q 2018/07/12 09:11:58 " 77

Click the component to open a drill-down window. The window summarizes the related
information of the selected section along with the option to drill down as per your preference.

Filter

Range: 2018/07/12 07:26:58 To 2018/07/12 07:41:58

View Logs @ E,"

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.

€ BACK Usewizard  All w LAST 10 MINUTES w

© AddSechTo v ¢ Moe v Logs

@ Estimated count: 12014

[CHLl Dangerous
u Traffic

0530 AM 06:00 AM 0630 AM 07:00 AM 07:30 AM 08:00 AM 08:30 AM 09:00 AM 09:30 AM 10:00 AM 1030 AM 1:00 AM
July 12,2018

2018/07/12 07:41:57
log_ts=2018/07/12 07:41:57 | device_ip=127.0.0.1v | device_name=localhost + | col_type=sysiog~ | repo_name=_logpoint~ | severity=7 v | facility=9+ | col_ts=2018/07/12 07:41:57 | collected_at=LogPoint | logpoint_name=LogPoint v
<7%> Jul 1201:56:57 LPOOS.logpointlocal ~ MSWinEventlog 2 Security ~ 27957241  FriJan 1609:59:24 2015 4758  Microsoft-Windows-Security-

Auditing IMMUNENCSVoiceAdministrator N/A Success Audit LPOOS. logpoint.local Security Group A bled universal group was deleted. Subject: Security ID: S-1-5-21-469186442-1298088002-
1541874228-13219 Account Name: David Account Domain: IMMUNEDOMAIN Logon ID: 0x943ui?v0 Group: Security ID: 5-1-5-21-469186442-1298088002-1541874228-
13023 Group Name: CSVoiceAdministrator Group Domain: IMMUNEDOMAIN  Additional Information:  Privileges: - 27946924

2018/07/12 07:41:57

log_ts=2018/07/12 07:41:57 + | device_ip=127.0.0.1 v | device_nameslocalhost™ | col_type=syslog™ | repo_names=_logpoint= | severity=d v | facility=16+ | col_ts=2018/07/12 07:41:57 | collected_at=LogPoint* | logpoint_name=LogPoint

<132> Jul 12 01:56:57 DKCNTDCWO1.logpoint.com MSWinEventLog 1 Security 1490954 Wed Jul 22 12:59:42 2015 4768 Microsoft-Windows-Security-

Auditing  logpointijho  N/A  Failure Audit  DKCNTDCWO1.| t Kerberos ication Service A Kerberos authentication ticket (TGT) was requested.  Account Information:  Account Name: jho  Supplied Realm N
ame: logpoint User ID: 5-1-0-0 Service i Service Name: Service ID: 5-1-0-

0 Network Information: Client Address: ::ffff:10.16.1.100 Client Port: 12464 Additienal Information: Ticket Optiens: 0x40810010 Result Code: 0x17 Ticket Encryption Type: Oxffffffff Pre-

Authentication Type: -  Certificate Information: Certificate Issuer Name:  Certificate Serial Number: Certificate Thumbprint:  Certificate information is only provided if a certificate was used for pre-authentication. Pre-

authentication types, ticket options, encryption types and result codes are defined in RFC 4120, 1482935

2018/07/12 07:41:57

. N
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In addition to that, you can also drill-down any chart of the response type using the drag box.
Click and drag the mouse inside the graph, a yellow colored transparent drag box appears. You
can drill-down the selected section of the chart by clicking the drill-down icon at the top-right
corner of the box. You can resize or move the drag box as per your requirement.

& sack | ( = ) as Dangerous, count( = ) as Traffic Usewizard Al w LAST10 MINUTES
& Found 216,570 logs Add Search To More w  Timechart
Imera: 15 minutes e==mx|

% mDangerous
® m Traffic

as0

350

250

150

o
05:30 AM 06:00 AM 06:30 AM 07:00 AM 07:30 AM 08:00 AM 08:30 AM 09:00 AM 09:30 AM 10:00 AM 10:30 AM 11:00 AM
July 12, 2018
Timestamp Dangerous Traffic

Q 2018/07/12 05:35:38 0 0
Q 2018/07/12 05:50:38 194 218
Q 2018/07/12 06:05:38 374 336
Q 2018/07/12 06:20:38 a6 59
Q 2018/07/12 06:35:38 0 0
Q 2018/07/12 06:50:38 301 259
Q 2018/07/12 07:05:38 451 3N
Q 2018/07/12 07:20:38 496 435
Q 2018/07/12 07:35:38 497 430
Q 2018/07/12 07:50:38 145 102
Q 2018/07/12 08:05:38 110 102
Q 2018/07/12 08:20:38 97 Al
Q 2018/07/12 08:35:38 126 88
Q 2018/07/12 08:50:38 125 87
Q 2018/07/12 09:05:38 125 92
Q 2018/07/12 09:20:38 118 76

Interactive Animation

The charts belonging to the Timechart response type include an interactive play button. It
allows you to slide through values of the charts concerning time buckets known as Interval.

& sack | tir ( = ) as Dangerous, ( - ) as Traffic Usewizard | Al w LAST10 MINUTES
& Found 216,570 logs Add Search To = Mare » Timechart

Intervalz 15 minutes Clustered Column

OE®H®
4
&
|~
Timestamp Dangerous Traffic
Q 2018/07/12 05:35:38 0 0
Q 2018/07/12 05:50:38 194 218
Q 2018/07/12 06:05:38 374 336
Q 2018/07/12 06:20:38 6 59

Click Play on the right side of the container to start the animation. The graph is refreshed every
four seconds, i.e., that graph shifts from one time-bucket to another time bucket every four
seconds. Value of the time bucket is dependent upon the time-range specified in the Interval.

You can also click Pause, Stop, Previous, Next, Replay as required.
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Timechart Multiple Aggregation with Grouping

The Timechart Multiple Aggregation with Grouping response type is used for aggregation of an
individual grouping parameter for given multiple aggregation parameters grouped into time
buckets over a specified time range.

The general syntax for Timechart Multiple Aggregation without Grouping is:
| timechart aggregation parameterl, aggregation parameter2, o0

aggregation parametern by grouping parameterl, grouping parameter2, ....,
grouping parametern

An example of a search query for the response is:

"norm id"="WinDNSDHCP" | timechart count ("description" = "THREAT") as
Dangerous, count ("description" = "TRAFFIC") as Traffic by lease address
& Back m_id"="WinDNSDHCP" | timechart count("description"="THREAT") as Dangerous, count("description"="TRAFFIC") as Traffic by lease Use wizard Al w LAST10 MINUTES + SEARCH
Found 295 logs © Add SearchTo = Hr More = Timechart
Interval: 2 minutes
o ® =
drop
6 deny
url
5
s
3
2
1
07:50 AM 07:55 AM 08:00 AM 08:05 AM 08:10 AM 08:15 AM 08:20 AM 08:25 AM 08:30 AM 08:35 AM 08:40 AM 08:45 AM
July 12, 2018
|-
Timestamp |lease_address Dangerous Traffic
Q W 5 2018/07/12 07:48:52
Q end
Q ® start 2
Q drop 2
Q B deny 4
Q url
Q W 5 2018/07/12 07:50:52
Q end g
Q B tart z
Q drop 4
Q ® deny 1
Q ® url
Q W 5 2018/07/12 07:52:52
Q ® end 1

The result of this query can be represented in the form of : Clustered Column and Bubble charts.

Visualization Sample Search Query
Type

Clustered norm id=WinDNSDHCP | timechart count (lease address=drop) as
Dropped, count (lease address=start) as Started, count (lease
Column Chart address=end) as ENDED

Bubble Chart | timechart count (), avg(sig id), max(datasize), distinct
count (sig_id) by status_code

General operations for Timechart Multiple Aggregation with Grouping
Drill-down

Like in the search results of other responses, when you hover on any section (here, any count
() or avg(doable mps)]), the selected section is highlighted, and the information for the selected
section is as shown in the tooltip.
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€ BACK = | imechart count("d = ) as Dangerous, count( = ) as Traffic by lease Use wizard Al w LAST 10 MINUTES w
© Found 295 logs © AddSearchTo v o More = Timechart
Interval: 2 minutes
o ® "o
drop
6 deny
url

5

4

3

2

1

timestamp: 2018/07/12 08:16:52
0750 AM 0755 AM 08:00 AM 08:05 AM 08:10 AM OBTSAM | loase addrass: end 08:30 AM 06:35 AM 08:40 AM 08:45 AM
Wy 12, e afie s
|~
Timestamp lease_address Dangerous Traffic

Q W 55 2018/07/12 07:48:52
Q B end
Q @ start 2
Q ® drop 2
Q @ deny 4
Q B url
Q ¥ %5 2018/07/12 07:50:52
Q @ end 1
Q ® start 2
Q ® drop 4
Q ® deny 1
a ® u
Q W = 2018/07/12 07:52:52
Q @ end 1

Click the component to open a drill-down window. The window summarizes the related
information of the selected section along with the option to drill down as per your preference.

Filter

Range: 2018/07/12 08:16:52 Te 2018/07/12 08:18:52

Iease_add@ss: end =

View Logs

Drilldown by

narm_id

Top 10 drilldown by

norm_id

Click the corresponding Open in a new window icon to further drill-down the search result from
any field. Additionally, click the View Logs to view the search result for the selected set of data.
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€ BACK = ( = ) as Dangerous, ( = ) as Traffic by lease Use wizard All w LAST10 MINUTES w
@ Found 13 logs Add Search To More v  Timechart
Interval: § seconds [ Clustored Column |
ot ® =

18 drop

deny

14

08

02

08:16:30 AM 08:16:40 AM 08:16:50 AM 08:17.00 AM 08:17:10 AM 08:17:20 AM B:17:30 AM 08:17:40 AM 08:17:50 AM 08:16:00 AM 08:18:10 AM
July 12, 2018
|-
Timestamp lease_address Dangerous Traffic

Q hd 2018/07/12 08:16:28
a B end
Q @ start
Q ® drop
Q ® deny
Q A 2018/07/12 0B:16:33
a B
Q @ start
Q ® drop
Q @ deny
Q W 5 2018/07/12 08:16:38
) B ond
Q @ start
Q ® drop

In addition to that, you can also drill-down any chart of the response type using the drag box.

Click and drag the mouse inside the graph, a yellow colored transparent drag box appears. You
can drill-down the selected section of the chart by clicking the drill-down icon on the top-right
corner of the box. You can resize or move the drag box as per your requirement.

€ Back 5 ) ( o ) as Dangerous, count( = ) as Traffic by lease Use wizard Al w LAST 10 MINUTES v
@ Found 145 logs Add Search To = More Timechart
Intervat: 1 minute E=E=Y]
Mo ® "0

b

url

25

15

os

0623 AM _08:25 AM 0830 AM 0835 AM 08:40 AM 08:45 AM 08:50 AM
Ty 12,2018
|-
Timestamp lease_address Dangerous Traffic

Q ¥ 55 2018/07/12 08:24:08
Q ® end
Q ® drop
Q ® start 1
Q @ deny
Q ® url
Q - 2018/07/12 08:25:08
Q ® nd
Q @ drop
Q @ start 1
Q ® deny
Q ® 1
Q W 5 2018/07/12 08:26:08
Q @ end 1

Interactive Legend

For the responses of Timechart Multiple Aggregation with Grouping, the legend is displayed on
either side of the search graph. The aggregation parameter(s] is shown on the left-hand side
whereas the grouping parameter is shown on the right-hand side.

An important thing to note here is that at an instant, the result of only one of the grouping
parameters is displayed. Moreover, only the legends of the grouping parameter (on the right)
are interactive. The legends of aggregation parameters (on the left] are not interactive.
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€ BACK = art count( = ) as Dangerous, count( = ) as Traffic by lease Use wizard Al w  LAST 10 MINUTES w
@ Found 145 logs Add Search To More v  Timechart
Interval: 1 minute
ot R

09 start

deny

o7 %;'I

[H

03

01

08:23AM _08:25 AM 08:30 AM 08:35 AM 08:40 AM 08:25 AM 08:50 AM
July 12, 2018
|-
Timestamp lease_address Dangerous Traffic

Q A 2018/07/12 08:24:08
Q B end
Q @ drop
Q ® start 1
Q ® deny
Q ® url
Q W 5 2018/07/12 08:25:08
Q @ end
Q ® drop
Q @ start 1
Q ® deny
Q @ rl 1
Q hd 2018/07/12 08:26:08
Q @ end 1

Interactive Animation

The charts belonging to the Timechart response type include an interactive Play button. It
allows you to slide through values of the charts concerning time buckets known as Interval.

& BACK = nechart count( = ) as Dangerous, count( = ) as Traffic by lease Use wizard Al w LAST 10 MINUTES w
© Found 145 logs Add Search To More w  Timechart
Interval: 1 minute
Shue e

o start

deny

o7 murl

os

03

o

0B23AM 0825 AM 08:30 AM 08:35 AM 08:40 AM 08:45 AM 08:50 AM
July 12,2018
L~
Timestamp lease_address Dangerous Traffic

Q - 2018/07/12 08:24:08
Q B end
Q ® drop
Q @ start 1
Q ® deny
Q ® url
Q ¥ = 2018/07/12 08:25:08
Q @ end
Q ® drop
Q ® start 1
Q ® deny
Q @ url 1
Q hd 2018/07/12 08:26:08
Q ® end 1

Click the Play on the right side of the container to start the animation. The graph is refreshed
every four seconds, i.e., that graph shifts from one time-bucket to another time bucket every
four seconds. Value of the time bucket is dependent upon the time-range specified in the
Interval.

You can also click Pause, Stop, Previous, Next, Replay as required.
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Features of Visualization
Some features of the new visualization of search graphs are provided below:

The legend for the search results is interactive in multiple ways.

You can toggle the display of the legend as ON and OFF. Click the desired legend to hide/unhide
it. For example,

« Back | chart count(), avg(datasize) by action Use wizard  All w LAST 10 MINUTES w
@ Found 1,452 logs @ AddSeschTo v o Moz~ Chart
24K m count()

w avgldatasize)

1.2K

800

400

0 1_,,4
read denied indexing speed oull live search reparting speed
action count() avg(datasize)

Q read 8 0
Q denied 22 0
Q indexing speed 118 0
Q null 511 2489.78
Q live search &9 0

Click the legend of count(] to hide its corresponding result.

& BACK | chart count(), avg(datasize) by action Use wizard Al w LAST 10 MINUTES w
@ Found 1,452 lags @ AddSearchTo + o More w Chart

Clustered Line w
sk count()

mavg(datasize)

800
400
o — _),,J
read denied indexing speed oull tive search reporting speed
action count() avg(datasize)
Q read 8 0
Q denied 22 0
indexing speed 118 0
g P
Q null 511 2489.78
Q live search 59 0

Click the legend of avg(datasize) to hide its corresponding result.
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 BACK | chart count(), avg(datasize) by action Use wizard Al w LAST 10 MINUTES w
@ Found 1,452 lags @ AddSearchTo v o Moe v Chart
m count{)
700 avg(datasize)
600
500
400
300
200
100
0
read denied indexing speed null live search reporting speed
action count() avgl(datasize)
Q read 8 a
Q denied 22 a
Q indexing speed 118 ()]
Q null 511 2489.78
q live search &9 a

The status of the legend (either ON or OFF) is saved for the result which is dynamically
populated in the widgets in the dashboards.

All the related data can be highlighted at once by hovering over the legend. If you hover the
mouse over the legend of count() then all the data of average is highlighted.

4 Back | timechart count() Use wizard Al w LAST 10 MINUTES w

@ Found 2178 lags @ AddSearchTo = W More w Timechart
Intoval: 20 soconds Cumulaive | ShowrHide Trendiine [ Colurn v |
160 @ m count()
120
100
&0
02:39 AM 02:40 AM 02:41 AM 02:42 AM 02:43 AM 02:44 AM 02:45 AM 02:46 AM 02:47 AM 02:48 AM
July 10,2018 )
Timestamp count()
Q 2018/07/10 02:38:59 &8
Q 2018/07/10 02:39:19 64
Q 2018/07/10 02:39:3¢ &9
Q 2018/07/10 02:39:59 7
Q 2018/07/10 02:40:1¢ 57
Q 2018/07/10 02:40:3% 70
Q 2018/07/10 02:40:5¢ Tz
Q 2018/07/10 02:41:19 53
Q 2018/07/10 02:41:3% 72
Q 2018/07/10 02:41:59 &9

The Pan and Zoom feature in the axes is provided for better visibility of the results.

Pan is the ability to click and drag the cursor over the search result visualization to select the
desired area. With this feature, the axes can be moved to cover a larger area of the timespan of
the search result.

Consider the following search result:
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€ BACK i g(datasize) as average, sum(sent_datasize-received_datasize) as difference Use wizard Al w LAST 10 MINUTES w

@ Found 680,401 lags © AddSesrchTo o More + Timechart

K maverage
® mdifference

4K

3K

F24

K

o
O1AM 06 AM 12PM 06PM 12AM 06AM 12PM O6PM 12AM O06AM 12PM D06PM 12AM O06AM 12PM O06FM 12AM OD6AM 12PM O06PM 12AM O6AM 12PM D6PM 12AM D6AM 12PM 046PM
July 3, 2018 July 4, 2018 July’5, 2018 July 6, 2018 July 7, 2018 July 8, 2018 July$, 2018
-
Timestamp average difference

Q 2018/07/03 04:00:00 667.37 2128
Q 2018/07/03 10:00:00 208 2884
Q 2018/07/03 16:00:00 [} v}
Q 2018/07/03 22:00:00 044 -272
Q 2016/07/04 04:00:00 581.18 903
Q 2018/07/04 10:00:00 24.2 2190
Q 2018/07/04 16:00:00 0 0
Q 2018/07/04 22:00:00 322.39 -214
Q 2018/07/05 04:00:00 22554 260
Q 2018/07/05 10:00:00 172.59 618
Q 2018/07/05 16:00:00 0 0
Q 2016/07/05 22:00:00 272.44 -197
Q 2018/07/0& 04:00:00 523.34 121
Q 2018/07/0¢ 10:00:00 147.83 4112
Q 2018/07/0& 16:00:00 [} v}
Q 2018/07/06 22:00:00 1.03 -280
Q 2018/07/07 04:00:00 132 -1171
Q 2018/07/07 10:00:00 70.25 -1162

Page 1 of2 » » o

Displaying 1 - 25 of 30

If you click and drag the y-axis, it is displayed as in the following screenshot:

& BAack | timechart avg(datasize) as average, sum(sent_datasize-received_datasize) as difference

@ Found 678,485 logs

Intarval: & hours

DTAMDEAM 12PM 06PM 12AM 06AM 12PM D4FM

12AM 06AM 1ZPM 06PM 12AM O4AM 12PM DEPM 12ZAM O06AM 12PM 06PM

Use wizard  All w LAST10 MINUTES w

© AddSearchTo + o More v Timechart

maverage
® mdifference

12AM 06AM 12PM D&PM 12AM 06AM 12PM 06PM

duly 3, 2018 July 4, 2018 July 5, 2018 July &, 2018 duly 7, 2018 July 8, 2018 Jduly 9, 2018
|~
Timestamp average difference

Q 2018/07/03 04:00:00 667.37 2128
Q 2018/07/03 10:00:00 2.08 2884
Q 2018/07/03 16:00:00 [} [}

Q 2018/07/03 22:00:00 0.44 -272
Q 2018/07/04 04:00:00 581.18 903
Q 2018/07/04 10:00:00 242 2190
q 2018/07/04 16:00:00 [} [}

Q 2018/07/04 22:00:00 322.39 -214
Q 2018/07/05 04:00:00 22556 240
Q 2018/07/05 10:00:00 172,59 618
Q 2018/07/05 16:00:00 0 0

Q 2018/07/05 22:00:00 272.44 -197
Q 2018/07/06 04:00:00 523.34 121
Q 2018/07/06 10:00:00 167.83 4112
Q 2018/07/06 16:00:00 [} [}

Q 2018/07/06 22:00:00 1.03 -280
q 2018/07/07 04:00:00 1.32 -1171
Q 2018/07/07 10:00:00 70.25 -1162

Page 1 o2z 3 P» o Displaying 1 - 25 of 30

Zoom is the ability to expand and shrink the scale of the axis. With this feature, the scale of the
axes can be zoomed in and out for better visibility of the search results.

A
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Consider the following search result:

& Back | timechart count() Use wizard Al w LAST 10 MINUTES w

@ Found 639 logs © AddSeachTo « o Mare » Timechart
Interval: 20 seconds Cumulative | Show/Hide Trendline Lina ¥
@ mcount{)

B

30

25

20

15

10

5
04:01 AM 04:02 AM 04:03 AM 04:04 AM 04:05 AM 04:06 AM 04:07 AM 04:08 AM 04:09 AM 04:10 AM
July 10, 2018
Timestamp count()
Q 2018/07/10 04:00:50 21
Q 2018/07/10 04:01:10 31
Q 2018/07/10 04:01:30 10
Q 2018/07/10 04:01:50 18
Q 2018/07/10 04:02:10 26
Q 2018/07/10 04:02:30 16
Q 2018/07/10 04:02:50 15
Q 2018/07/10 04:03:10 18
Q 2018/07/10 04:03:30 21
Q 2018/07/10 04:03:50 18
Page 1 of2 » » o Displaying 1 - 25 of 30

If the you zoom over the axes individually, it is displayed as in the following screenshot:

& BACK | timechart count() Use wizard Al w LAST 10 MINUTES w

@ Found 63 logs © AddSearchTo v o More v Timechart

Interval: 20 seconds Cumulati | Show/Hide Trendline me

mcount()

35 ®

30

25

20

15

0

5
03:58 AM 03:59 AM 04:00 AM 04:01 AM 04:02 AM 04:03 AM 04:04 AM 04:05 AM 04:06 AM 04:07 AM
July 10,2018
Timestamp count()
Q 2018/07/10 04.00:50 21
Q 2018/07/10 04:01:10 3
Q 2018/07/10 04:01:30 10
Q 2018/07/10 04:01:50 18
Q 2018/07/10 04:02:10 26
Q 2018/07/10 04:02:30 16
Q 2018/07/10 04:02:50 15
Q 2018/07/10 04:03:10 18
Q 2018/07/10 04:03:30 21
Q 2018/07/10 04:03:50 18
Page 1 of2 > » = Displaying 1- 25 of 30

In the Timechart responses, a new feature called "Drilldown via Drag Box" has been
introduced.

If you click and drag the mouse inside the container, a transparent drag box appears. This drag
box is movable and resizable.
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& Back | timechart count() Use wizard Al w LAST 10 MINUTES w
@ Found 647 logs Add SeachTo More Timechart
Interval: 20 secends Cumulativ  Show/Hide Trendline Line w

B Drilldown Icon (» meount)

04:04 AM 0405 AM 04:06 AM 04:07 AM 04:08 AM 04:09 AM 04:10 AM 04:11 AM 04:12 AM 04:13 AM 04:14 AM

July 10, 2018
Timestamp count()
Q 2018/07/10 04:04:36 13
Q 2018/07/10 04:04:56 21
Q 2018/07/10 04:.05:1¢ 28
Q 2018/07/10 04:05:36 13
Q 2018/07/10 04.05:5¢ 22
Q 2018/07/10 04:06:16 27
Q 2018/07/10 04:06:36 22
Q 2018/07/10 04:06:56 18
Q 2018/07/10 04:07:14 26
Q 2018/07/10 04:07:36 20
Page 1 of2 » » o Displaying 1 - 25 of 30

The main purpose of the drag box is to further drill-down within a custom time-range which is a
subset of the previous time-range. Once the desired vicinity of the drag box is set, click the drill-
down icon. This displays the search results of the particular time-frame tapped by the drag box.

The axes label auto-adjusts as per the size of the container.

This feature is especially useful for dashboards with many widgets where the size of a widget is
user-configurable. Whenever you resize a widget or click the Auto-arrange option, the labels of
both the axes auto-adjust as per the space occupied by the search graph whenever applicable.

Consider the third widget (Multiple Aggregation with Grouping) of the following dashboard:

QUICK START UEBA DASHBOARD 2
© ADDWIDGET  [§) REPORT CHANGE REPOS  AUTO ARRANGE
Single aggregation without Grouping Single Aggregation with Grouping Z & Multiple Aggregation without Grouping
1 m127.0.0.10 m max(sent_datasize)
m' w105.183.193.172 400 w max(received_datasize)
m10.45.3.198 "
28.191.155.221 500
w10.45.3.241 0
1581 115.6.35.139 o
10.45.3.77 300
213.236.33.46 "
m10.20.136.1 200
w0.0.00 0
m219.148.245.146
m20339.233.134
Timechart Single Aggregation with Grouping Timechart Single Aggregation without Grouping
) countf) > mcount()
® ® ' avg(datasize)
45K 45K
35K 35K
25K 25K
15K 15K
5K 5K
Frie Sat7 Sun 8 Man ¢ Tue 10 Frié Sat7 Sun 8 Mon 9 Tue 10
July 2018 July 2018

For the same dashboard, if the widget's size is increased, the labels of the axes are auto-
adjusted.
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QUICK START UEBA DASHBOARD 2 + ‘
© ADDWIDGET [ REPORT CHANGEREPOS  AUTO ARRANGE
Single aggregation without Grouping Single Aggregaticn with Grouping

m0.0.00
m10.20.136.1
m10.45.3.241
w 10.45.3.252
m10453.77
10.45.3.25
1086 10.453.198
10.45.1.38
m1054.294
imechart Single regation wif roupin ultiple regation without Groupini
Ti hart Single Aggregati th Grouping Multiple Aggregat thout Grouping
® countf) mmax(sent_datasize)

- o0 wmax{received_datasize)

35K 0
400

25K
300

15K
200

5K
0zAM  12PM 12AM 12PM 124M 12PM 1220 12PM 12AM zPM e

July &, 2018 July7,2018 July 8, 2018 July 9, 2018 July 10,2018 I

The legend's text auto adjusts as per the widget's dimension.

When the container's dimension is expanded or shrunk, the legend's text auto-adjusts without
blocking the search result.

Consider the following dashboard:

QUICK START UEBA DASHBOARD 2 +
© ADDWIDGET  [F) REPORT CHANGE REPOS  AUTO ARRANGE
Single Aggregation without Grouping Single Aggregation with Grouping Multiple Aggregation without Grouping
mmax(sent_datasize)
il udp, 10.94.0.94, b... 80K mmaxreceived_datasize)
wnull, 0400000, 10.94.0.. ok
wnull, udp, 10.94.0.94, r.
n null, t(p‘, 11227700% |1 for... 60K
wnull; nulf, 127.0.0.7, liv..
8385 null, udp, 127.0.0.1, de... 50K
zfs, null, 127.0.0.1, null
null, 0x400000, 10.94.0. 40K

mnull, tep, 127.0.0.1, alert

’ wnull, 0x400000, 10.94.0.. 0K
mnull, tep, 127.0.0.1, blo... 206
84% mnull, udp, 10.94.094, .

null, null, 127.0.0.1, ind... 10K
null, null, 127.00.1; re...
null, udp, 10.94.0.94, a... e

Multiple Aggregation with Grouping Timechart Single Aggregation without Grouping
mcount()
am 180K ® mavgldatasize)
LOK 140K
100K
40K
SOK
20K
20K
o
12PM 12AM 12PM 12 AM 12PM 12AM 12PM 12AM 12PM 12AM
213.46 50 22.11.108.. 165.129.1.. 197.126.2.. July 7, 2018 July B, 2018 July 9, 2018 July 10, 2018 July 11,2018

As you customize the size of a widget in the first row, you can see that the legend of the donut
chart automatically adjusts.
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QUICK START UEBA DASHBOARD 2

© ADDWIDGET  [& REPORT

Single Aggregation without Grouping

Multiple Aggregation with Grouping

2134650 2211108 1651291 197.12632.

Page 61/146
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CHANGE REPOS AUTO ARRANGE

Single Aggregation with Grouping Multiple Aggregation without Grouping

mnull, udp, 10.94.0.94, drop

mnull, 0x400000, 10.94.0.94, udp, den mmax(sent_datasize)

mnul, tep, 127.0,0.1, wildfire-uplcad-skip 0k
wul, nul, 127.0.0.1' live search Wmexreceived datasize)
mnul, tep, 127.0.0.1, forward 705
null, udp, 127.0.0.1, den,
2o, null 127.0.0.1, hull T oK
null, 0x400000, 10.94.0.94, udp, reset-... 50K
mnul, tep, 127.0.0.1, alert
mnull, 0x400000, 10.94.0.94, udp, allow 40K
mnul; udp, 10.94.0.94, reset-clinent 20K
wnul, tep, 127.0.0.1, Blockurl
null, null, 127.0.0.1, reporting speed 20K
null, null, 127.0.0.1, indexing speed .
null, udp, 10.94.0.94, alert

null, 0x400000, 10.94.0.94, udp, alert

Timechart Single Aggregation without Grouping

mcount()
180K wavgldatasize)
140K
100K
BOK
= || | Lot b il
12PM 12 AM 12PM 12AM 12PM 12AM 12PM 12 AM 12PM 12AM
Tuly7, 2018 July 8, 2618 July, 2018 July 10,2018 Tuly 11,2018
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Area Chart

The Area chart is used to represent quantitative data graphically. The graph is used to interpret
the quantitative statistics graphically. The graph is based on a Line graph, and the area between
the x-axis and lines are emphasized with colors, textures or hatchings.

Area charts are used to represent accumulated totals using numbers and percentages. It is also
used to show the trends over time along with all related attributes.

The x-axis of the Area chart represents the grouping parameter(s), and the y-axis represents
values of the aggregation parameter.

Widget 1 - Area Chart v

Q Search 0 Info [ Edit € Remove Legend Show/Hide Trend @ [l Mermal | Cumulative
400 N
550
500
450
400
350
300
250

200

0800 AM 0B:10 AM 08:20 AM 0B:30 AM 08:40 AM
i 11 2R

Column Line Area Radar Table

The following query gives the output shown above.

| timechart count ()

Response Types Supported

The Area chart supports two aggregation response types for representation of search results in
the visualization. They are:

Response Type General Syntax

Single Aggregation with | chart aggregation parameter by grouping parameterl,
Grouping grouping parameter2, ........ , grouping parametern
Timechart Single | timechart aggregation parameter

Aggregation without
Grouping

Single Aggregation with Grouping

Example:
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action=* source address=* | chart count () by action, source address
& Back source_address=* action=* | chart count() by source_address, action Use wizard Al w LAST 10 MINUTES w
@ Found 133 logs @ AddSeachTo v o More v Chart
count)
4
35
a
25
2
15
1
05
action source_address count()
Q block-url 128.246.120.74 1
Q drop-all-packets 209.195.123.125 1
Q denied 10.45.3.25 4
Q allow 119.162.215.101 1
Q drop-all-packets 81.232.176.35 1
Page 1 of 1 s] Displaying 1-5of 5

You can refer to Single Aggregation with Grouping for more details.

Timechart Single Aggregation without Grouping
Example:

| timechart sum(datasize)

Found 456 logs Add Search To v More »  Timechart
&

Interval: 10 seconds il Cumulative | Show/Hide Trendline

® m sumidatasize)

x®

sK

S

3

04:48:00 AM 04:48:30 AM 04:29:00 AM 04:49.30 AM 04:50.00 AM 04:50:30 AM 04:51.00 AM 045130 AM 04:52:00 AM 04:52:30 AM
July 12,2018
|-
Timestamp sum(datasize)

Q 2018/07/12 04:47:59 4465
Q 2018/07/12 04:48:09 3418
Q 2018/07/12 04:48:19 2556
Q 2018/07/12 04:48:29 3612
Q 2018/07/12 04:48:39 8324
Q 2018/07/12 04:48:49 2643
Q 2018/07/12 04:48:59 3166
Q 2018/07/12 04:49:09 390
Q 2018/07/12 04:49:19 124
Q 2018/07/12 04:49:29 774
Q 2018/07/12 04:49:39 422
Q 2018/07/12 04:49:49 3145
Q 2018/07/12 04:49:59 427
Q 2018/07/12 04:50:09 4130
Q 2018/07/12 04:50:19 124
Q 2018/07/12 04:50:29 [}

You can refer to Timechart Single Aggregation without Grouping for more details.
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ATT&CK chart

The ATT&CK chart is a heatmap describing the attacks carried out on a system in the form of
attack tactics, techniques, and sub-techniques described by MITRE. You can select the ATT&CK
chart from the search page only if you provide attack id as a grouping parameter.

To populate the ATT&CK chart, SLS adds the following fields to the corresponding logs each time
an alertis triggered:

1. attack id: An ID for the attack.
2. attack category: The type of attack tactic used.
3. attack tag: The type of attack technique used.

Description

The header row of the ATT&CK chart contains the tactics that may be used to perform an attack.
The body of the chart displays the techniques used to execute the corresponding tactics.

The ATT&CK chart also displays a drop-down icon on some cells. You can select the icon to see
the sub-techniques involved in the relevant attack technique.

© Note
The color intensity for each cell is based on the frequency of the corresponding technique and
sub-technique.

The following query gives the output shown above.

| chart count () by attack id

© NotE
You can drill down on the ATT&CK chart by clicking on each tactic on the header row and each
technique and sub-technique cell on the heatmap.

Grouping by Entities

SLS also provides the option to further analyze the ATT&CK chart based on multiple entities. You
can do this by grouping the results using the required entity. SLS currently supports grouping
by the following entities:

1. user
2. ip address
3. workstation
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| chart count () by attack id, user

If you group the results by an entity, the ATT&CK chart provides the following additional
features:

1. The Entity icon at the top-right corner of the visualization.

« BAck | rename incident_user as user | chart count( by attack_id, user| Usewizard Al w LAST10MINUTES

@ Found 6,875 logs © AddSearchTo v More ¥ Chart

=] E=xa

Data Staged

Dataf
Re

Clicking the icon displays a bar chart describing the contribution of each entity to the overall
results. Here, the y-axis represents the entities and the x-axis represents the count of the
entities in the overall results.

ENTITY USER [x]

john
ul
jane

u2

100 200 300 400 500 600 700 800 900

2. The Info icon displayed while hovering on each cell of the ATT&CK chart.

& sack | rename incident_user as user | chart count() by attack_id, user| Usewizard Al w LAST10MINUTES
© Found 6,875 logs © AddSearchTo ¥ f More ¥ Chart

+ EE

Clicking the icon displays a bar chart describing the contribution of the entities to the
corresponding attack technique or sub-technique. Here, the x-axis represents the entities and
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the y-axis represents the count of the entities in the results for the selected technique or sub-
technique.

® ATT&CK UEBA

16
14
12

10

T1059,T12... T1218,T12... T1218,T12.. T1059,T12.. T1574,T15.. T1218T12.. T1218.011..

© Note

The bar chart shows the data for the selected technique or sub-technique under all the attack
tactics. To display the data for only the selected tactic, you must group the results by attack_
category as well.

If you have enabled SLS UEBA, you can also view the risk scores for the entities by clicking
UEBA. This chart displays only the entities that have a risk score of more than one.
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ACCOUNT DISCOVERY (]

() ATT&CK ® UEBA

100
90

80

70

60

50

40

30

20

10

johndoe

© NotE

* The entity and info icons are displayed only if you group the results by user, ip_
address, or workstation fields. Therefore, if you have a field named differently in the
search results, make sure to rename the field to one of the required names using the
rename command.

* If you group the results by multiple valid entities, the results are grouped only by one
of the provided entities. In this case, SLS prioritizes the entities in the following order:

° user
° ipaddress
©  workstation

* You can drill down on each entity's results by clicking the corresponding column of the
entity bar charts. Additionally, you can drill down onto the UEBA dashboard by clicking
the risk score for each entity.

 The entity icons are not displayed in the Search Templates and Dashboard.

Response Types Supported

The ATT&CK chart supports a single aggregation response type for the representation of search
results in the visualization. Itis:

Response Type General Syntax

Single Aggregation with Grouping | chart aggregation parameter by attack id
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Single Aggregation with Grouping
Example:

| chart count () by attack id

€ 8ack | chart count() by attack_id Use wizard Al w LAST 10 MINUTES w SEARCH

@ Found 7,062 logs. @ AddSearchTo ¥ ¢ More ¥  Chart
ATT&CK w

Lateral Movement

Execution rsistence Privilege Escalation Discovery

‘ommand and Scripting | Scheduled Tas} Scheduled Task/Job | Sign xy File and Director
Interpreter Execution Discovery

Trusted Relationship. Native API Valid Accounts Valid Accounts Valid Accounts Network Sniffing

Valid Accounts Shared Modules Boot or Logon Boot or Logon Virtualization/Sandbox Query Registry.
Initialization Scripts Initialization Seript: Evasion

Virtualization/Sandbox
Evasion

Scheduled Task/Job

attack_id count()
Q T1059 11
Q T1035 45
Q T1075 35
Q T1083 4
Q T1061 148
Q T1085 57
Q T1040 34
Page 1 izl > I » 2 Displaying 1 - 25 of 40

You can refer to Single Aggregation with Grouping for more details.
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Bar Chart

The Bar chart is a horizontal bar graph that visualizes categorical data in a rectangular bar with
the width proportional to the value.

In a Bar Chart, the x-axis represents the aggregation parameter and the y-axis represents the
grouping parameter(s). Besides this, it is similar to the Column Chart.

Widget 1 - Bar Chart v

Q) Search o Info [ Ediz £ Remove Legend @

201807717 0F:02:44

2018007717 08:546:58

2018007717 0F:04:05

201800717 08:40:30

2018007717 08:40:40

A

Column Line Donut Area Bar Heatmap Radar TreeMap Word Map Table

The following query gives the output shown above.

| chart count() by col ts limit 5

Response Types Supported

The Bar chart supports a single aggregation response types for representation of search results
in the visualization. Itis :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern
Grouping

Single Aggregation with Grouping
Example:

severity=* | chart count () by severity order by count () desc limit 5°
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& BAck severity="| chart count() by severity order by count() desc Use wizard Al w LAST 10 MINUTES w SEARCH
@ Found 197 logs © AddSeachTo w P More Chart
| count()
‘|
critical ‘
ow ‘
formational ‘
medium ‘
10 20 30 40 50 &0 70 80
severity count()
Q L] 8&
Q critical 24
Q low 21
Q informational 20
Q medium 19
Page 1 of 1 fs Displaying 1 -5 0f 5

You can refer to Single Aggregation with Grouping for more details.
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Bubble Chart

The Bubble Chart is a scatter chart that shows the relationship between variables using three
dimensions: the x-axis, the y-axis, and the bubble radius. The chart can display different groups
of data at once. Based on the grouping parameter, the chart groups the data into bubbles of
different colors with each color representing a single group.

You can see the group names and their corresponding colors in the legend to the right of the
chart.

Bubble Chart - Widget 1 v

) mlive search
® e
350 mnull

mdenied
minitialized
300 reporting speed
indexing spead
Starting
mwidget dimension edited
mlists read
mlegend state edited

100 T

o @ o o o

08:09 AM 08:10AM  O0B:11AM  OB:1ZAM  DB:13AM  DB:14AM 08:15AM  08:16AM  OB:17AM  DB:1BAM
December 5, 2018

The following query gives the output shown above.

timechart count (), avg(sig id) by action

Response Types Supported

The Bubble chart supports two aggregation response types for representation of search results
in the visualization. They are:

Response Type General Syntax

Multiple | chart aggregation parameterl, aggregation parameter2 by
Aggregation grouping parameterl, grouping parameter2, ...,grouping

- . parametern
with Grouping
Timechart | timechart aggregation parameterl, aggregation parameter2,
Multiple ., aggregation parametern by grouping parameterl,
Aggregation grouping parameter2, ...., grouping parametern

with Grouping

Multiple Aggregation with Grouping
Example:

| chart count (), max(sig id) by action
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& Found 2,321 logs Add Search To ¥ More ¥ Chart
30K wJgOlFw
w OACOGidTEHMWFhEGETgWHyEE
25K mPQYNFjEaLzRFEAIAESS
null
g K [ ] mPQYABYASLTofBhY
1 15K OAcOGic
s MAQHGIwX
FERLE il OAEaBzpTMzYEBw
E ; u MgkAHywX
5K u Jw0aACACLIMAGWIMBIB
mOAEIFmkAIDIXABo

mJg0ZHDsHKDOCQwEVES4B

) 200 400 600 800 1000 1200 1400

acion . coun t0 max(sig_id)
Q JgOIFw 4 10562
OACOGIdTEBHMWFhEGETGWHyEE 1 10530
Q gWHYyl
PQYNFJEaLzRFEAIAESS m 10537
Q i}
Q null 1579 21500
o
Q PQYAByASLTofBhY 1 10562
<OGic
Q OACOG! 1 10562
iw
Q MAOHGiwX 23 19023

Page 1 of 1 o Displaying 1 - 12 of 12

By default, in the search command for the Bubble Chart, the first aggregation parameter
represents the x-axis while the next two parameters represent the y-axis and the bubble radius

respectively.
You can also use the Bubble Chart with more than three aggregation parameters. To see the

values of the other parameters, hover over a bubble in the chart. A tooltip appears, displaying
all the values of the parameters associated with the bubble chart.

© NoTE

The radii with negative values are represented in the red-colored text. However, the system takes
the modulus of the negative value and plots it in the chart.

Example:

| chart count(), max(sig id), distinct count (action), distinct count (sig
id) by action
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4 BACK | chart count(), max(sig_id), distinct_count(action), distinct_count(sig_id) by action Usewizard Al w LAST 10 MINUTES w

© Found 2513 logs © AddSearchTo v More ¥ Chart
30K wJgOIFw
mMgkAHywX
25K mPQYNFjEaLzRFEAIAESS
A wnull
g 0K & m PQYABYASLTofBhY
] 15 MAQHGIwWX
2 o —~ OAEaBzpTMzYEBw
R JwDaACACLIMAGWIMBIB
g wJAOBFSYBLDYB
sK mJg0ZHDsHKDOCQWEVESAB
mOAcQGic
0 ' OACOGIdTEHMWFhEGETgWHYEE
OAE{FmkAJDIXABo
5K
0 200 400 00 200 1000 1200 1400 1600 1800
count()

action count() max{sig_id) distinct_countfaction) distinct_count(sig_id)
Q JgOIFw 5 10562 1 1
Q MgkAHywX 122 19020 1 1
Q PQYNFjEaLzRFEAIAESS m 10537 1 1
Q null 1763 21500 ] &

PQYAByASLTofBhY 1 10562 1 1
Q yasief

i)
MAQHGIwWX 23 19023 1 1
aBzpTMzYEBw
OAEaBzpTMzYEB: 5 10562 1 1
Page 1 of 1 7+ ] Displaying 1-13 of 13

You can refer to Multiple Aggregation with Grouping for more details.

Timechart Multiple Aggregation with Grouping

Example:

| timechart count (), avg(sig id) by status code

+ BaCK | timechart count(, avg(sig_id) by status_code Use wizard Al w LAST 10 MINUTES w

& Found 2,520 logs © AddSeachTo v ¢ More *  Timechart
Interval: 20 seconds Bubble v

® s
’ &

100

£ P » - e » p bt . ] ° . i o e . - ° ° ., [
HE R "o . . “ > . °
b .
: 80e oo
. 00 00 00000 00 & o ® &
09:08 AM 09:09 AM 09:10 AM 09:11 AM 09:12 AM 09:13 AM 09:14 AM 09:15 AM 09:16 AM 09:17 AM
Viorch 29, 2019
Time
L~
Timestamp status_code countl) avglsig_id)
Q w s 2019/03/29 09:08:22
Q B 200
Q : 64 5,924.47
Q ® 302
Q ® 499
Q w5 2019/03/29 09:08:42
Q @ 200 1 21,500
Q ® 65 5313.83
Q ® 302
Q ® 499
Q w s 2019/03/29 09:09:02
Q E 200 1 21,500
q 75 5,223.39

By default, in the search command for the Bubble Chart, the timechart represents the Time
paramter in the x-axis while the next two parameters represent the y-axis and the bubble radius
respectively.

You can also use the Bubble Chart with more than three aggregation parameters. To see the
values of the other parameters, hover over a bubble in the chart. A tooltip appears, displaying
all the values of the parameters associated with the bubble.
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© Note
The radii with negative values are represented in the red-colored text. However, the system takes

the modulus of the negative value and plots it in the chart.
Example:

| timechart count (), avg(sig id), max(datasize), distinct count(sig_id) by
status code

« Back | timechart count(), avg(sig_id), max(datasize), distinct_count(sig_id) by status_code Use wizard Al w LAST 10 MINUTES w

@ Found 2,582 logs © AddSesrchTo ¥ iy Mo ¥ Timechart

Interval I 20 secon: s
120 w200
® ® wnull
100 . m302
80 e - * L] . * * w499
=3 [ ] o [] )
£ 60 - . L] e » - T ® ° ™ ® » . ®
3 w e ° .
20
: o0 000000 6 © @ o0 o0 O
20
09:09 AM 09:10 AM 09:11 AM 09:12 AM 09:13 AM 09:14 AM 09:15 AM 09:16 AM 09:17 AM 09:18 AM
Warch 29, 2019
Time
Timestamp statuscode  count| (] avg(sig_id) max{datasize] ) distinct_countisig_id)
Q w B 2019/03/29 09:09:09
Q ® 200
Q ® a7 4,611.89 NaN 4
Q ® 302
Q ® 499
Q w 55 2019/03/29 09:09:29
Q ® 200
Q ® a8 4,610.48 NaN 4
Q @ 302
Q ® 499
Q w i 2019/03/29 09:09:49
Q ® 200 1 21,500 125 1
Q ® 83 5,837.78 NaN 5

You can refer to Timechart Multiple Aggregation with Grouping for more details.

Rendering Parameters

Click the settings icon at the top-right corner of the Bubble Chart to open a dialog box. The
dialog box allows you to configure the rendering parameters of the Bubble Chart.

BUBBLE (x]

RENDERING PARAMETERS

Plot in Y-axis: count() v

Plot as Radius: avg(sig_id) v

You can select the required parameters from the Plot in Y-axis and Plot in Radius drop-down
menus to represent the y-axis and the bubble radius respectively.

© NotE
Make sure you select different parameters to represent the y-axis and the bubble radius.
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Clustered Bar Chart

The Clustered Bar chart is a horizontal bar graph that represents multiple categorical data in a
rectangular bar with the width proportional to the value.

The only difference between a Clustered Bar chart and a Clustered Column Chart is the
placement of parameters. In a Clustered Column Chart, the aggregation parameter is placed on
the x-axis whereas, in a Clustered Bar chart, the parameters are placed in the y-axis.

Widget 1 - Clustered Bar Chart v

Q Search 0 Info (& Ediz £ Remove Legend [+ ]

;il-clv:.:- W avg(sig_id)
indexing speed
write
reset-server
reset-clinent
udp, reset-both
alert
reparting speed
ogin
udp reset-server
Stmarting
udp,allow
udp,drop-all-packets
udp, deny
drop-all-packets

d

rop

block-wrl

null

Registered
denied

detected

Login - Successtul
udp,res«e:—r_linen:
reset-both
udp,drop

failed

live search
udp,alert

read

Clustered Column Clustered Bar Clustered Line Stacked Area Radar Word Map Table

The following query gives the output shown above.

| chart count(), avg(sig id) by action

Response Types Supported

The Clustered Bar chart supports two aggregation response types for representation of search
results in the visualization. They are:

Response Type General Syntax

Multiple | chart count (), avg(datasize)

Aggregation

without Grouping

Multiple | chart aggregation parameterl, aggregation parameter2 by
Aceregation with grouping parameterl, grouping parameter2, ..., grouping
Gﬁi;ﬁg parametern

Multiple Aggregation without Grouping

Example:

| chart avg(sent datasize), avg(received datasize)
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& sack | chart avg(sent_datasize), avg(received_datasize)| Usewizard Al w LAST 10 MINUTES w _
© Found 410 logs © AddSeachTo = i More v Chant 1] [
=

mavg(sent_datasize)
mavglreceived_datasize)

05 1 15 2 25 3

avg(sent datasize) avg(received_datasize)

Q an a3

You can refer to Multiple Aggregation without Grouping for more details.

Multiple Aggregation with Grouping
Example:

action=Allow or action=Deny | chart count (action=allow) as
AllowedConnection, count (action=deny) as DeniedConnection by source
address order by count (action=allow), count (action=deny) desc limit 10

4 BaCk  action=Allow or action=Deny | chart count(action=allow) as AllowedC: ion, i d as DeniedC by source_addre Use wizard Al w LAST 10 MINUTES w _

@ Found 7,656 logs © AddSearchTo Hr More v Chart I} W

mAllowedConnection
127.0010 ' DeniecdConnection
1763115016
22111080
213469063 b
IAINUL
20810026251 e
19522421 fmm——
193.166.255.171 s
95.140.229.187 e
B25A218.48 e
H 1 15 20 25 0 5 40
source_address AllowedConnection DeniedConnection
q 127.0.0.10 34 40
Q 176.31.150.16 5 0
Q 22.11.108.0 4 0
Q 213.46.90.63 3 0
Q 35233.114.27 2 6
Q 208.100.26.251 2 1
q 195.22.4.21 2 1
q 193.166.255.171 2 0
« £ Page 1 of1 > » Z Displaying 1 - 10 of 10

You can refer to Multiple Aggregation with Grouping for more details.
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Clustered Column Chart

The Clustered Column chart is a type of Column Chart which allows you to display multiple
quantitative variables.

Unlike a standard Column Chart, where only one variable is used to mark x-axis, a Clustered
Column chart uses multiple variables on the x-axis with a different color for each variable.

Widget 1 - Clustered Column Chart v

Q) Search o Info [ Ediz £ Remove Legend @
[ | avgl,data SiZe)

K

2K

1K

03:01 PM 03:10 PM 03:20 PM 03:30 PM 03:40 PM 03:50 PM
hilw 11 2118

Clustered Column Clustered Line Stacked Area Radar Takle

The following query gives the output shown above.

| timechart count (), avg(datasize)

Response Types Supported

The Clustered Column chart supports four aggregation response types for representation of
search results in the visualization. They are:

Response Type General Syntax

Multiple | chart count (), avg(datasize)

Aggregation

without Grouping

Multiple | chart aggregation parameterl, aggregation parameter2 by
Aooreoation with grouping parameterl, grouping parameter2, ...,grouping
G%Eup%ng parametern

Timechart | timechart aggregation parameterl, aggregation parameterz,
Multiple aggregation parametern

Aggregation

without Grouping
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Response Type General Syntax
Timechart | timechart aggregation parameterl, aggregation parameter2,
Multiple ., aggregation parametern by grouping parameterl,
Aggé;nmnwhh grouping parameter2, ...., grouping parametern
Grouping

Multiple Aggregation without Grouping

For the Multiple Aggregation without Grouping response type, the x-axis represents the different
aggregation parameter, and y-axis contains the scale that denotes the value of the aggregation
parameter.

Example:
| chart max(sent datasize), max(received datasize)

« sack | chart max(sent_datasize), max(received_datasize) Usewizard Al w LAST10MINUTES w

@ Found 530 logs © AddSearchTo o More v Chart

max(sent_datasize) max(received_datasize)

Q 429 405

You can refer to Multiple Aggregation without Grouping for more details.

Multiple Aggregation with Grouping

For the Multiple Aggregation with Grouping response type, the x-axis contains the values of
grouping parameter(s) with a vertical bar for each aggregation parameter. The height of the bar
determines the value of the aggregation parameter for the specific value of a grouping
parameter. The y-axis contains the scale that denotes the value of the aggregation parameter.

Example:

action=Allow or action=Deny | chart count (action=allow) as
AllowedConnection, count (action=deny) as DeniedConnection by source
address order by count (action=allow), count (action=deny) desc limit 10
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€ BACK  action=Allow or action=Deny | chart

@ Found 7,604 logs

127.00.10 2211.1080
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ount(action=allow) as AllowedConnection, count(action=deny) as DeniedConnection by source_addre

1763115016 35.233.114.27 195.22.421 208.100.26.251 193.166.255.171 195.157.15.100

VISUALIZATION

Use wizard Al w LAST10 MINUTES w
© AddSeachTo v Yy Mo v Chart
mAllowedConnection
mDeniedConnection
95.140.229.147 157.122.62.205

source_address

127.0.0.10

22.11.108.0

176.31.150.16

35.233.114.27

195.22.4.21

L L L L L PO

208.100.26.251

0 193.166.255.171

Page 1 of 1 o

AllowedConnection

34
F)

3

You can refer to Multiple Aggregation with Grouping for more details.

Timechart Multiple Aggregation without Grouping

DeniedConnection

40

0

0

Displaying 1-10 of 10

For the Timechart Multiple Aggregation without Grouping response type, the x-axis represents
the different time buckets within the specified time range, and the y-axis contains the scale
that denotes the value of the aggregation parameter. The bars indicate the different values of
the aggregation parameter at different timestamps. The vertical length of a bar signifies its
value of the aggregation parameter at that particular timestamp.

Example:

norm 1d=WinDNSDHCP

| timechart count (lease address=drop)

as Dropped, count

(leage_address=start) as Started, count(legse_address=end) as ENDED

& Back | timechart count( = ) as Dangerous, count( ="TR ) as Traffic Use wizard Al w LAST 10 MINUTES w

@ Found 210,866 logs © AddSeochTo = fr More w  Timechart
Interval: 15 minutes

mDangerous
® m Traffic

as0

350

250

150

s0
0530 AM 0600 AM 06:30 AM 07:00 AM 07:30 AM 08:00 AM 08:30 AM 09:00 AM 09:30 AM 7000 AM 10:30 AM 100 AM
July 12,2018
Timestamp Dangerous Traffic

Q 2018/07/12 05:26:58 [ [
Q 2018/07/12 05:41:58 0 0
Q 2018/07/12 05:56:58 359 355
Q 2018/07/12 06:11:58 255 258
Q 2018/07/12 06:26:58 o 0
Q 2018/07/12 06:41:58 81 64
Q 2018/07/12 06:56:58 385 337
Q 2018/07/12 07:11:58 497 428
Q 2018/07/12 07:26:58 502 436
Q 2018/07/12 07:41:58 358 an
Q 2018/07/12 07:56:58 114 85

You can refer to Timechart Multiple Aggregation without Grouping for more details.

Page 79/146

D Y

A

sls-en_dashboard visualization_ gde - 07/04/2024 .




%

STORMSHIELD

Timechart Multiple Aggregation with Grouping
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For the Timechart Multiple Aggregation with Grouping response type, the x-axis represents the
different time buckets within the specified time range, and the y-axis contains the scale that
denotes the value of the aggregation parameter. The bars indicate the different values of the
aggregation parameter at different timestamps. The vertical length of a bar signifies its value of
the aggregation parameter at that particular timestamp.

Example:

norm_ id=WinDNSDHCP | _
(lease address=start) as Started, count(lease address=end) as ENDED

Page 80/146

N

€ Back | timechart count(

@ Found 210,486 logs

Interval: 15 minutes

as0
350
250

150

05:30 AM 06:00 AM

06:30 AM

timechart count (lease address=drop)

) as Dangerous, count( = ) as Traffic

07.00 AM 07:30 AM 08:00 AM

luly 12,2018

08:30 AM

as Dropped, count

Use wizard Al w LAST10 MINUTES w

Add Search To. dr More =

Timechart

® wmDangerous
u Traffic

07:00 AM 09:30 AM 10:00 AM 10:30 AM 11:00 AM

Timestamp

2018/07/12 05:26:58
2018/07/12 05:41:58
2018/07/12 05:56:58
2018/07/12 06:11:58
2018/07/12 06:26:58
2018/07/12 06:41:58
2018/07/12 06:56:58
2018/07/12 07:11:58
2018/07/12 07:26:58
2018/07/12 07:41:58
2018/07/12 07:56:58

POPLPLPLOLPLOLPPLO

Dangerous

0

0
359
255
o

81
385
497
502
358
114

Traffic
1]
0
355
258

&4
337
428
436
an
85

You can refer to Timechart Multiple Aggregation with Grouping for more details.
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Clustered Line Chart

The Clustered Line chart is an extension of the Line Chart in which multiple lines are used to
represent values of different categories. Silimar to the Clustered Column Chart, in a Clustered
Line chart the x-axis contains the values of the grouping parameters, and the y-axis contains
the scale to measure the value of an aggregation parameter of the particular grouping
parameter.

Widget 1 - Clustered Bar Chart A v
Q Search 0 Info [# Edi: e Remowve Legend Q
- ‘v » ‘—e—oa—4a v . W avglsig_id)
120K =
100K
B0k
£0K

A0k

20K

Clustered Column Clustered Bar Clustered Line Stacked Area Radar World Map Takle

The following query gives the output shown above. :

| chart count(), avg(sig id) by action

Response Types Supported

The Clustered Line chart supports three aggregation response types for representation of
search results in the visualization. They are:

Response Type General Syntax

Multiple Aggregation | chart aggregation parameterl, aggregation parameter2 by

with Groupin grouping parameterl, grouping parameter2, ...,grouping
ping parametern

Timechart Single | timechart aggregation parameter by grouping parameterl,

Aggregation with grouping parameter2, ..... , grouping parametern

Grouping

Timechart Multiple | timechart aggregation parameterl, aggregation

parameter2, .... aggregation parametern

Aggregation without
Grouping

Multiple Aggregation with Grouping

Example:
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sent datasize=* source address=* | chart max(sent datasize), max(received
datasize) by source address order by max(sent datasize), max(received
datasize) desc limit 10

+ Back  sent_datasize=* source_address=* | chart max(sent_datasize), max(received_datasize) by source_address order by max(sent_datasize), max(r Use wizard Al w LAST 10 MINUTES w

@ Found % logs © AddSearchTo v Jg More v Chant

mmax(sent_datasize)
80K mmax(received_datasize)

a0k

200

213.46.90.63 67.87.195.179 22.11.108.0 176.31.150.16 165.129.175.60 197.126.237.40
|~
source_address max(sent_datasize) max(received_datasize)

Q 213.46.90.63 83874 74059
Q 67.87.195.179 66612 75461
Q 22.11.108.0 44640 66960
Q 176.31.150.16 44349 71851
Q 165.129.175.60 13848 876

Q 197.126.237.40 7250 49825

You can refer to Multiple Aggregation with Grouping for more details.

Timechart Single Aggregation with Grouping

In the Timechart Single Aggregation with Grouping, the y-axis represents the aggregation value
for every grouping parameter, and the x-axis displays the value of the timestamps. Similarly,
the lines represent the values of the grouping parameter(s).

event category=* | timechart count() by event category

€ BACK event_category=* | timechart count() by event_category Use wizar d Al w LAST10MINUTES w

@ Found 23,290 logs © AddSearchTo » *r More v Timechart
Inerval: 1 hour [ Glutacd Lve + |

m TRAFFIC
ek ® m THREAT
mRPC

126 m hrtimer
-

w0

o
TAM T OiPM GZW 0P iAW G GRRW AW 3R AW TORM  TTAM  TEAM  OTAW  OzAM  GRAN  GiAM G O0AM  GTAM  GBAM  GRAM
July 11,2018 July 12,2018
Timestamp event_category count()

Q ¥ 5 2018/07/11 11:00:00
Q = TRAFFIC 1,044
Q ® THREAT 984
Q ® RPC
Q @ hrtimer
Q ¥ 5 2018/07/11 12:00:00
Q ® TRAFFIC 178
Q @ THREAT 212
Q ® RPC
Q @ hrtimer

You can refer to Timechart Single Aggregation with Grouping for more details.
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Timechart Multiple Aggregation without Grouping

Alike to the Clustered Column chart, the y-axis represents values of the aggregation parameter,
and the x-axis displays the value of the timestamps. Similarly, the lines represent the values of
the aggregation parameters at a particular timestamp.

Example:

| timechart count ("event category" = "THREAT") as Dangerous, count ("event
category" ="TRAFFIC") as Traffic

& BACK | timechart count( L = REAT") as Dangerous, count(”eve egory”="TRA ) as Traffic Use wizard Al w LAST 10 MINUTES w
@ Found 218,318 logs © AddSearchTo v  fr More v Timechart
Interval: 15 minutes [ QusteredLine » |
500 (® mDangerous
m Traffie
400
300
200
100
0
05:34 AM 06:00 AM 06:30 AM 07:00 AM 07:30 AM 08:00 AM 08:30 AM 07:00 AM 09:30 AM 10:00 AM 10:30 AM 11:00 AM
July 12,2018
Timestamp Dangerous Traffic
Q 2018/07/12 05:38:07 0 0
Q 2018/07/12 05:53:07 261 264
Q 2018/07/12 06:08:07 353 349
Q 2018/07/12 06:23:07 0 0
Q 2018/07/12 06:38:07 0 0
Q 2018/07/12 06:53:07 370 307
Q 2018/07/12 07:08:07 467 43
Q 2018/07/12 07:23:07 494 432
Q 2018/07/12 07:38:07 485 405
Q 2018/07/12 07:53:07 108 77
Q 2018/07/12 08:08:07 17 9%
Q 2018/07/12 08:23:07 93 97
Q 2018/07/12 08:38:07 125 85
Q 2018/07/12 08:53:07 127 97
Q : 19 78

You can refer to Timechart Multiple Aggregation without Grouping for more details.
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Column Chart

The Column Chart is a vertical bar graph that represents categorical data in rectangular bars
with heights proportional to the values that they represent.

The Column Chart shows comparisons among discrete categories. It is a two-dimensional graph
in which one axis of the graph shows the specific groups being compared and another one
represents the measured value.

Widget 1 - Column Chart v

Q) Search 0 Irfo (& Ediz € Remove Legend @
5K
4.5K

4K

JK
25K

2K

S R | - 2 Fim e mmm = | [

Column Line Donut Area Bar Heatmap Radar TreeMap Word Map Table

The following query gives the output shown above.

| chart count() by action limit 5

Response Types Supported

The Column chart supports two aggregation response types for representation of search results
in the visualization. They are:

Response Type General Syntax

Single Aggregation with | chart aggregation parameter by grouping parameterl,
Grouping grouping parameter2, ........ , grouping parametern
Timechart Single | timechart aggregation parameter

Aggregation without
Grouping

Single Aggregation with Grouping

In the Single Aggregation with Grouping response type, the x-axis of a Column chart represents
the values of the grouping parameter(s) whereas the y-axis represents the values of the
aggregation parameter.

Example:
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severity=* |

chart count ()
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by severity order by count () desc limit 5

& BACK severity=" | chart count() by severity order by count() desc]| Use wizard Al w LAST 10 MINUTES w
@ Found 448 logs AddSeachTo w More + Chart
m count)
220
180
140
100
60
20
s high low critical medium
severity count)
Q L] 235
Q high 47
Q low 41
q critical 41
Q medium 36
Page 1 of 1 o Displaying 1 -5 of 5

You can refer to Single Aggregation with Grouping for more details.

Timechart Single Aggregation without Grouping

In the Timechart Single Aggregation without Grouping response type, the x-axis of the Column
chart represents the value of timestamps whereas the y-axis represents the values of the
aggregation parameter.

Each bar represents the value of the aggregation parameter in a given Interval. The Interval is
calculated automatically as per the time range selected in the Search Bar. The value of the

Interval is displayed on the extreme left of the container.
Example:

| timechart avg(datasize)

€ BACK |1 (datasize) Use wizard Al w LAST 10 MINUTES w

& Found 177,843 logs @ AddSearchTo v K Mo v+ Timechart
Interval: 1 hour Cumilatve | Show/Hide Trendline m

® mavg(datasize)

2

1K

800

600

ao0

200

0AM  O9AM  10AM  11AM  12PM  OIPM  O02PM  O03PM  O4PM  O5PM  O6PM  O/FM  OBPM O9FM  10PM  11PM  12AM OIAM  02AM O03AM  O4AM  O5AM  O06AM
July 11,2018 July 12,2018
Timestamp avg(datasize)

Q 2018/07/11 08:00:00 65173
Q 2018/07/11 09:00:00 547.56
Q 2018/07/11 10:00:00 573.02
Q 2018/07/11 11:00:00 233.98
Q 2018/07/11 12:00:00 139.11
Q 2018/07/11 13:00:00 230.86
Q 2018/07/11 14:00:00 35331
Q 2018/07/11 15:00:00 212.69
Q 2018/07/11 16:00:00 646.15
Q 2018/07/11 17:00:00 113.73
Q 2018/07/11 18:00:00 0
Q 2018/07/11 19:00:00 0.36
Q 2018/07/11 20:00:00 o
Q 2018/07/11 21:00:00 288.8
Q 2018/07/11 22:00:00 1323.32
Q 2018/07/11 23:00:00 963.51
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You can refer to Timechart Single Aggregation without Grouping for more details.
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Day/Hour Heatmap Chart

Heatmaps are used to visualize individual values contained in a matrix and represent them
using different shades of a single color.

The Day/Hour Heatmap is an extension of a regular heatmap in which results are displayed in
the day/hour format. It has seven rows and 24 columns. Each row represents a day of the week
and each column represents an hour of the day. Therefore, each cell represents a single hour of
a particular day.

The query format for the Day/Hour Heatmap is:
| timechart aggregation parameterl every 1 hour
Example:

| timechart sum(datasize) as TotalDatasize every 1 hour

Widget 1 - Day/Hour Heatmap Chart v
Q) Search 0 o (& Edi: &) Remove
1a 2a 3a 4a 5a 6a 7a Ba 9a 10a 11a12p 1p 2p 3p 4p 6p 6p 7p 8p 9p 10p 11p 12a

Wa .

Th

Fr

Sa

Su

Mo

Tu
a B 2679320
Column Line Area Radar Table Day/Hour Heatmap

Response Types Supported

The Day/Hour Heatmap chart supports a single aggregation response types for representation
of search results in the visualization. It is :

Response Type General Syntax

Timechart Single Aggregation without Grouping | timechart aggregation parameter

Timechart Single Aggregation without Grouping

The Day/Hour Heatmap only works for the Timechart Single Aggregation with Grouping response
type with every 1 hour suffixed to the query.

The values of the aggregation parameter are displayed in the cells as per their timestamps.

The intensity of the color is dependent upon the relative value of the aggregation parameters.
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Example:

| timechart sum(datasize) as TotalDatasize every 1 hour

€ Back | timechart sum(datasize) as TotalDatasize every 1 hour Usewizard Al w LAST 10 MINUTES w
@ Found 267,324 logs © AddSearchTo v ¢ Moo v Timechart
Iinterval: 1 hour
12 2a 3a 4a 5a 6a 7a ga 9 10a 11a 12p 1 2p 3p 4p 5p 6p P 8p 9p 10p 1p 12a
- ]
m -
Fr
Sa
Su
Mo
Tu
o I, 14031166
|~
Timestamp TotalDatasize
Q 2018/07/11 10:00:00 4082751
Q 2018/07/11 11:00:00 1658212
Q 2018/07/11 12:00:00 641566
Q 2018/07/11 13:00:00 1593376
Q 2018/07/11 14:00:00 3100606
Q 2018/07/11 15:00:00 1370779
Q 2018/07/11 16:00:00 3858178
Q 2018/07/11 17:00:00 536112
Q 2018/07/11 18:00:00 o
Q 2018/07/11 19:00:00 1622

When the selected time range is more than a week, a slider appears on the right end of the
container that allows the user to slide over the particular days.

You can refer to Timechart Single Aggregation without Grouping for more details.

Rendering Parameters

You can assign custom colors to the Day/Hour heatmap for both positive and negative values.
SLS uses the selected color to represent the maximum value of the data obtained, and lesser
values have the same color with linear transparency.

RENDERING PARAMETERS

Positive Value: #E78383 -

Megative Value: H2A2424 -

=n
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Display Chart

The Display format shows the value of the aggregation parameter in the container.

Widget 1 - Display Chart v

Q Search @ nic [# Edit © Remove [+ ]

countf() max(datasize) avg(datasize)

12532 442037 387.72

Clustered Column Clustered Bar Display Table

The following query gives the output shown above.

| chart count (), max(datasize), avg(datasize)
To view the search results in display format, select Display from the drop-down at the top-right
corner of the Search Result page.
Response Types Supported

The Display chart supports three aggregation response types for representation of search
results in the visualization. They are:

Response Type General Syntax

Single Aggregation without | chart aggregation parameter

Grouping

Single Aggregation with Grouping | chart aggregation parameter by grouping
parameter

Multiple Aggregation without | chart count(), avg(datasize)

Grouping
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Single Aggregation without Grouping

& Back | chart count() Use wizard Al w LAST 10 MINUTES w

@ Found 1,610 logs AddSearch To More + Chart

count{)

1610

count()

Q 1610

To view the search results in display format, select Display from the drop-down on the top-right
corner of the Search Result page.

© Note
By default, SLS renders the display format for all queries of the Single Aggregation without
Grouping type.

You can refer to Single Aggregation without Grouping for more details.

Single Aggregation with Grouping

« Back  attack_category=* | chart count() by attack_category Usewizard Al w LAST10MINUTES w

o Found 1,225 logs © AddSearch To « More ¥ Chart
Defense

L. Command Command and .
Resource Privilege . . . Evasion, .
; Execution and Control,Persistence,Privilege L Reconnaissance
Development  Escalation ) Privilege
Control Escalation ’

Escalation

attack_category o count 0

Resource Development 189

Q Privilege Escalation 40

To view the search results in display format, select Display from the drop-down on the top-right
corner of the Search Result page.

© notE
The Display chart is available in Search, Dashboards, and Search Templates.

You can refer to Single Aggregation with Grouping for more details.

Multiple Aggregation without Grouping

For Multiple Aggregation without Grouping response type, the value of the first aggregation
parameter is displayed in the container.
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& sack | chart avg(sent_datasize), avg(received_datasize Usewizard Al w LAST 10 MINUTES w

Found 484 logs © AddSeachTo = f More v Chart

Display w
avg(sent_datasize) avg(received_datasize)
1.98 1.87
|~
avg(sent_datasize) avg(received_datasize)
Q 1.98 1.87

To view the search results in display format, select Display from the drop-down on the top right
corner of the Search result page.
You can refer to Multiple Aggregation without Grouping for more details.

Rendering Parameters

Click the Settings icon at the top-right corner to change the Rendering Parameters.

REMDERING PARAMETERS
avglsent_datasize) avglreceived_datasize)

I-
L}
1]

Output format: Avenir B I u T=

{{avg(sent_datasize)}}

Background color: #Ca4444

Use default layout k

You can choose the output format, font and the background color from the rendering parameter

section.

sls-en dashboard visualization_gde - 07/04/2024
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& 8ack | chart avg(sent_datasize), avglreceived_datasize Use wizar d Al w LAST 10 MINUTES w

@ Found 484 logs © AddSeachTo = i More w Chart

avgfsent_datasize) avg(received_datasize)

Q 1.98 1.87

Customize the output of the display by configuring the Qutput format. In this section, you can
choose the fonts and color of the result. Additionally, you can use the display template similar
to "jinja" to customize the search result.

RENDERING PARAMETERS

count() max(datasize) avg(datasize)

Output format: Avenir B u I u ™ T I~

The count is: {{count()}}

Background color: L ini -

Use default layout

The result of the configuration looks like:

Display chart

The countis: 1,025

The maximum data size is:442,037
The average data size is: 1,583.84

O Note
The Output Format section is disabled when you select the default layout.

Page 92/146 | sls-en dashboard visualization_gde - 07/04/2024




& SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD VISUALIZATION

Donut Chart

The Donut Chart shows the data distribution based on the length of its arc. It was introduced in
SLS to replace the Pie Chart. The reason for this is that pie charts can be hard to interpret as
they focus on the proportional areas of the slices. Donut charts de-emphasize the use of area
and focus on the lengths of the arcs of each individual element

Widget 1 - Donut Chart v

Q) Search O Info [# Edit € Remove Legend

m10.
m10.45.3.25
m10.45.3.1948
m10.94.0.94
10.94.2.94

Column Line Daonut Area Bar Heatmap Radar TreeMap World Map Table

The following query gives the output shown above.

source address=* | chart sum(datasize) as Datasize by source address

Response Types Supported

The Donut chart supports a single aggregation response types for representation of search
results in the visualization. It is :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern
Grouping

Single Aggregation with Grouping
Example:

source address=* | chart count() by source address
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€ 8Back source_address=* action="* | chart count() by source_address, action order by count{) desc limit 10| Use wizard Al w LAST 10 MINUTES w “
@ Found 273 logs @ AddSearchTo v W More ¥ Chart

m127.00.10
m168.108.121.80
m1.29.219.8
m239.168.239.109
m200.107.182.208
14.200.214.3
41.95.105.122
203.225.92.138

m10.94.0.254
w110.155.124.242

m83.83.198.65

m181.154.198.152
10.45.3.77
54.31.243.85
0.0.0.0
235.25.67.180
55.243.207 .69
59.177.15.124

source_address count()
Q 127.0.0.10 4
q 1468.108.121.80 1
Q 1.29.219.8 1
q 239.168.239.109 1
Q 200.107.182.208 1
Q 16.200.214.3 1
Q 41.95.105.122 1
Q 203.225.92.138 1
Q 10.94.0.254 &
Q 110.155.124.242 1
Q 83.83.198.65 1
Q 181.154.198.152 1
Page 1 of 1 o Displaying 1 - 12 of 12

You can refer to Single Aggregation with Grouping for more details.
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Gauge Chart

Gauge chart, also known as speedometer chart, uses a single needle to show the information as

a reading on a dial. The graph is used to visualize percentage values as well as a fixed range of
data.

Widget 1 - Gauge Chart v

Q) Search 0 o [# Edi: &) Remove v}

13104

44%

Display Gauge Table

The following query gives the output shown above.

| chart count ()

The value of the aggregation parameter determines the value pointed by the needle. You can
configure the maximum value of the dial from Max value while rendering parameters. When a

value of the aggregation parameter is equal to, or greater than the Max value, the percentage
value of the needle is displayed as 100%.

Three different colors, green, yellow, and red are used to represent the limits for the data being
depicted in the gauge. By default, the green, yellow, and red colors represent the low, mid, and
high range of values respectively. However, you can configure the threshold value (in
percentage] to display the dial in the yellow and red colors.

Response Types Supported

The Gauge chart supports a single aggregation response types for representation of search
results in the visualization. Itis:

Response Type General Syntax

Single Aggregation without Grouping | chart aggregation parameter
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Single Aggregation without Grouping

4 Back | chart count( Use wizard Al w LAST 10 MINUTES w

@ Found 1,610 lags AddSearchTo v More v Chart

1610

count()

Q 1610

To view the search results in a Gauge chart, select Gauge from the drop-down menu on the top-
right corner of Search Result page.

You can refer to Single Aggregation without Grouping for more details.

Rendering Parameters

Click the settings icon on the right side of the chart container to open the Rendering Parameters
panel.

4 Back | chart count( Use wizard Al w LAST 10 MINUTES w

@ Found 1,610 lags AddSearchTo v More Chart

count()

Q 1610

REMNDERIMG PARAMETERS

Max value: 5000 =
Red starts (% of max value): 20 -
Yellow starts (% of max value): 70 -

You can specify the threshold value for the red and yellow colors in the Red Starts and Yellow
Starts configuration fields on the Rendering Parameters panel.
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© Note
The value of Red starts is 90% and Yellow starts is 70% by default.

& Back | chart count( Use wizard Al w LAST 10 MINUTES w

@ Found 1,610 lags @ AddSeachTo v i More v Chart

Gauge ¥

1610

count()

Q 1610
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Heatmap Chart

Heatmap visualizes individual values in a matrix and represents them through different color
shades based on their intensity. Use it to analyze the differences across multiple variables,
reveal patterns, and detect correlations between them.

Widget 1 - Heatmap Chart v
Q Search o Info [ Ediz £ Remove Legend [+ ]

e 00000

udp

null

HTTP

0

Column Line Donut Area Bar Radar TreeMap Word Map Table Parzllel Coordinate Sankey

The following query gives the output shown above.

| chart count () by action, protocol

Response Types Supported

The Heatmap chart supports a single aggregation response types for representation of search
results in the visualization. Itis :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern
Grouping

Single Aggregation with Grouping
Example:

source address=* action=* | chart count () by source address, action order
by count () desc limit 10
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& sack  source_address="* action=* | chart count() by source_address, action order by count{) desc limit 10| Usewizard Al w LAST10MINUTES w
@ Found 153 logs @ AddSeachTo o More v Chart
[re——
6

denied
reset-clinent
udp,drop
block-ur

drop-all-packets

0
|~
source_address action count()
Q 0000 denied [}
Q 10.45.3.199 denied 2
Q  san derid 2
Q  tossaz derid 2
o] 10.45.3.198 denied 2
Q 10.45.3.252 denied 2
Q 232.245.161.52 reset-clinent 1
Q  wsensa s op 1
Q  rovssas blocear 1
Q 31.21.32.11 drop-all-packets 1
Pogo 1ol o eplaying 1100110
You can refer to Single Aggregation with Grouping for more details.
Rendering Parameters
Click the settings icon at the top-right corner of the heatmap chart to open a dialog box. The
dialog box allows you to configure the rendering parameters of the Heatmap chart.
© pack  source_address=" action=* | chart count() by source_address, action order by count() desc limit 10| Usewizard| Al w LAST10MINUTES w |
@ Found 136 logs @ AddSsachTo v o More »  Chart
e
dany
o]
L~
source_address action count{)
a o000 doniod "
aQ  tosazm doniod :
Q  tosams doniod >
aQ  tosaxs doniod :
Q  tosame doniod >

The Rendering Parameters such as X-axis Group, Positive Value, and Negative Value provide a
custom settings option to view data in different formats.
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By default, the first grouping parameter of the query is assigned to the X-axis of the Heatmap.
For example, the grouping parameter source name is assigned in the X-axis of the Heatmap for

the query:
| chart count () by source name, action

However, by selecting a value from the drop-down menu of the X-axis Group, you can choose
the grouping parameter to be placed on the X-axis of the chart. For example,

| chart count () by source name, action

The query above contains two grouping parameters: source hame and action. If you choose
action for x-axis, source hame is shown on y-axis. The count() value is represented according to
the transparency level of the chosen cell color.

© Note
If a query contains three or more than three grouping parameters, and you choose to keep

grouping parameter 1 on the x-axis, then the combination of grouping parameter, ......... ,
grouping parameter n is shown on the y-axis.

Furthermore, you can assign custom colors to the Heatmap for both positive and negative
values. SLS uses the selected color to represent the maximum value of the data obtained, and
lesser values have the same color with linear transparency.

REMDERIMG PARAMETERS

H-Axis Group: action
Positive Value: #bedcTa
Megative Value: #cbdFad

=
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& BAck source_address=* action=" | chart count() by source_address, action order by count() desc limit 10| Use wizard Al w LAST10 MINUTES w _
@ Found 136 logs @ AddSearchTo v W More ¥ Chart
Heatmap w»

10.45.3.198
10.453.245
10.45.3.199
10.45.3.25
10.45.3.252
232.245.161.52
127.00.10
27.60.149.231 0
denied reset-clinent deny allow
source_address action count()
Q 0000 denied &
Q 10.45.3.241 denied 4
Q 10.45.3.198 denied 2
Q 10.45.3.245 denied 2
Q 10.45.3.199 denied 2
Q 10.45.3.25 denied 2
Q 10.45.3.252 denied 2
Q 232.245.161.52 reset-clinent 1
Q 127.0.0.10 deny 1
Q 27.60.149.231 allow 1
Page 1  of1 o Displaying 1- 10 of 10
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Line Chart

The Line chart displays information as a series of data points called markers. The markers are
connected to each other by a line.

The Line chart consists of two axes, in which x-axis contains the value of the grouping
parameter(s) and the y-axis contains the values of the aggregation parameter. It is similar to a
Column chart, except that, a Column chart usually displays discrete values, whereas a line
chart visualizes a trend in continuous data.

Widget 1 - Line Chart v

Q Search o Irfo [# Ediz € Remove Legend [+ ]
22M
20M ﬂ
18M
16M

14M

12M

10M
BM
s
aM

ZM
o .—-—'—m—/\—“—'—'—.—'—ﬂ—ﬂ—ﬂ—ﬁ—\jl t/\a—c—u—u—u———————m
Column Donut Area Bar Heatmap Radar TreeMap Word Map Table

The following query gives the output shown above.

source address=* | chart sum(datasize) as Datasize by source address

Response Types Supported

The Line chart supports two aggregation response types for representation of search results in
the visualization. They are:

Response Type General Syntax

Single Aggregation with | chart aggregation parameter by grouping parameterl,
Grouping grouping parameter2, ........ , grouping parametern
Timechart Single | timechart aggregation parameter

Aggregation without

Grouping

Single Aggregation with Grouping
Example:

severity=* | chart count() by severity
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4 Back severity="| chart count() by severity
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Use wizard  All w LAST 10 MINUTES w m

@ Found 230 logs © AddSeachTo « W More ~ Chart
Line w
m count()
100
80
0
40
20
o
35 medium 87 22 intorm... a3 107 n7z 127 & low 1z high 122 INFO eritic. a7
severity count()
Q 25 1
Q medium 17
Q 87 1
Q 22 1
q informational 17
Page 1 of 1 s Displaying 1 -50f 5
You can refer to Single Aggregation with Grouping for more details.
Timechart Single Aggregation without Grouping
Example:
| timechart avg(datasize)
& sack | timechart avg(datasize) Usewizard | Al w LAST10 MINUTES v m
@ Found 397 logs. © AddSearchTo » Hr More w Timechart
Interval: 10 seconds Ll Cumulative  ShowyHide Trendline:
(dats )
1 ® mavg(datasize)
x
800
o
400
®
o
04:47:00 AM 04:47:30 AM 04:48:00 AM 04:48:30 AM 04:49:00 AM 04:49:30 AM 04:50:00 AM 04:50:30 AM 04:51:00 AM
July 12,2018
Timestamp avg(datasize)
Q 2018/07/12 04:46:50 1031.07
Q 2018/07/12 04:47:00 342.45
Q 2018/07/12 04:47:10 730.2
Q 2018/07/12 04:47:20 0
Q 2018/07/12 04:47:30 o
Q 2018/07/12 04:47:40 510.33
Q 2018/07/12 04:47:50 18.17
Q 2018/07/12 04:48:00 558.12
Q 2018/07/12 04:48:10 1139.33
Q 2018/07/12 04:48:20 1278
Q 2018/07/12 04:48:30 133.78
Q 2018/07/12 04:48:40 832.4
Q 2018/07/12 04:48:50 293.67
Q 2018/07/12 04:49:00 287.82
Q 2018/07/12 04:49:10 195
Q 2018/07/12 04:49:20 124

You can refer to Timechart Single Aggregation without Grouping for more details.
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Parallel Coordinate Chart

The Parallel Coordinate Chart is a visualization technique used to plot individual data elements
across multiple dimensions. The charts are ideal for comparing many grouping parameters and
analyzing the relationships between them. Each grouping parameter has its axis, and all the
axes are placed in parallel to each other. Values are plotted as a series of lines that are
connected across all the axes. This means that each line is a collection of points placed on
each axis, which have all been linked together.

The Parallel Coordinate chart shows both the forest and the tree. You can see the big picture in
the patterns of the lines. You can highlight the individual lines to see the performance of a
specific value of parameters. It is useful in the situations when the behavior of particular
parameters may not be of concern, but a combination of those parameters may emphasize an
abnormal pattern or relationship.

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
VISUALIZATION

Widget 1 - Parallel Coordinate Chart

Q) Search 0 nfo (& Edi: &) Remaove

Indonesia reporting speed
Egypt - :
L indexing spéed -
Brazil ", -
h live seatch —
Taeiwan . . g
S, A
Poland —. ™. ™ - cdlert -
R N P
Denmark —. ™ T
., . ., e Iy

internal |-

United Kingdom —+_

Canada |~ E-'Ek'l_‘.r-l--'

Japan 1 o éj-gack_e_t_;__‘.-
Crech Republic -~
Germany -'
Ching —es==
Korea, Republic of =
United States (=t
Italy

Sweden ———

i
\
%
Parzllel Coordinate

The following query gives the output shown above.

| process geoip (source address) as source country | chart count() by
source country, sub category, destination location

© NoTE

1. Each line represents a relationship between two parameters rather than a trend or
change in value.

2. Asthe number of values increase, the graph may be cluttered or may even overlap at
times, which makes it difficult to perceive. In such a case, use the Brushing feature to
highlight an individual or a group of values for better understanding.

3. You can view the value of the aggregation parameter by hovering over a relationship
line.
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Response Types Supported

The Parallel Coordinate chart supports a single aggregation response types for representation of
search results in the visualization. It is :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern

Grouping

Single Aggregation with Grouping
Example:

| process geoip(source_ address) as source country | chart count() by
source country, sub category, destination location

€ Back | process geoip(source_address) as source_country | chart count() by source_country, sub_category, destination_location Use wizard Al w LAST 10 MINUTES w

@ AddSearchTo v W Moe v Chart

@ Found 1,001 lags

destination_location

source_country sub_category destination_location count()

null file EXTERNAL 2
Mexica end null
Japan end null 5

China end null 12

o o 0 0

Some notable points about the Parallel Coordinate chart are as follows:
1. Each line represents a relationship between two parameters rather than a trend or a change
in value.

2. Asthe number of values increase, the graph may be cluttered or even overlapped at times,
which makes it difficult to analyze. In this case, use the Brushing feature to highlight an
individual or a group of values for better understanding.

3. You can view the value of the aggregation parameter by hovering over a relationship line.

You can refer to Single Aggregation with Grouping for more details.

Operations

Brushing

The Brushing feature eliminates one of the primary drawbacks of the Parallel Coordinate chart,
which is cluttering and overlapping of the graph. When the number of data items in a Parallel
Coordinate chart gets very high, lines get cluttered and even overplotted which eventually
becomes difficult to understand. Using the brushing feature, you can select an area containing
one or many data points.
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The line(s) under the brushed area is highlighted. You can view the details of the stressed
relationship by hovering over the particular line. In addition to that, you can further drill-down to
its details of the relationship by clicking it.

€ BACK | process geoip(source_address) as source_country | chart count() by source_country, sub_category, destination_location Use wizard Al w LAST 10 MINUTES w

@ AddSeschTo v o Moz~ Chart

@ Found 1,001 lags

seurce country sub_category destination location

dient-to-server.

Egypt

Brazil

Metherlands

New Zealsnd
Belgium —

Canads

United Kingdom
Iran, Islamic Republic of
Germany

Moldovs, Republic of
Spain

Heng Kong

inteenal

United States ="
Korea, Rapublic of .
China

wildfire

virus. nuil

data

nul

winerabiity

Japan — end
Mezico -~
null L= e
source_country sub_category destination_location count()

Q null file EXTERNAL 2
Q Mexico end null 2
Q Japan end null 5
Q China end null 12

Combined Drill-down

In addition to the regular drill down operation, you can also perform a combined drill-down
using the Brush. Select a range of values in multiple axes using a brush and click the brushed
area, to drill down.

€ Back | process geoip(source_address) as source_country | chart count() by source_country, sub_category, destination_location Use wizard Al w LAST 10 MINUTES w

@ AddSearchTo v W Moe v Chart

@ Found 1,001 lags

sourcs_country sub_categary destination_location

dient-to-server.

Egypt

Brazi

Metheriands

New Zealand

Belgium

Canada

United Kingdom

ran, Islamic Republic of
Germany

Moidova, Republic of nuil

Kores, Repubiic @) = winerability

Jefan, - end

fle

|~
source_country sub_category destination_|ocation count()
Q null file EXTERNAL 2
q Mexico end null 2
Q Japan end null 5
Q China end null 12

The results of the drill-down filters down to the combination of the selected grouping parameter
values.
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& BAck | process geoip(source_address) as source_country | chart count() by source_country, sub_category, destination_location

@ Found 1,001 logs.

seurce country
Korea, Republic of —__

Japan ===

United States.

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
VISUALIZATION

Use wizard Al w LAST 10 MINUTES w
© AddSearchTo + P More + Chart

sub_categary destination location

source_country

United States

null

Japan

o P 0 o

United States

sub_category

spyware

destination_location count()
client-to-server 1
EXTERNAL 1
EXTERNAL 1
EXTERNAL 7

Changing order of the parameter

By default, the first grouping parameter of the query is assigned to the first axis of the Parallel
Coordinate chart, followed by the other grouping parameters.

For example, in the above query, the grouping parameter source address, sub category and
destination location are placed in first, second and third axes respectively.

You can also change the order of parameters by dragging them across the parameters with
which the value is to be exchanged.

 BACK | process geoip(source_address) as source_country | chart count() by source_country, sub_category, destination_location Use wizard  All w LAST 10 MINUTES w

@ Found 1,001 lags @ AddSearchTo v W More v Chart

Parallel Coordinate w

source_country destination_location sub_category
Egype clientto-server scan
Brazi

Netheriands

New Zesland -+

Belgium
Canada
United Kingdom
iran slamic Republic of .
Germany +——
Maldova, Republic of —_ ™~
~ ~
Spain
Hong Kang —~__ h
internal
United States
Kores, Republic of
China
Japan
Mexico

il

source_country sub_category destination_location count()
Q null file EXTERNAL 2
Q Mexico end null 2
Q Japan end null 5
Q China end null 12
Q Karea, Republic of end null 2
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Radar chart

The Radar chart is a graphical representation of multivariate data in the form of a two-
dimensional graph, in which one or more quantitative variables are represented on axes
starting from the same point.

Each value of grouping parameter(s) forms an individual axis which is arranged radially around
a point. These axes are equiangular to each other and known as spoke or radii. Each node
depicts the value of a spoke, and the lines are drawn to connect the nodes to each other.

The Radar chart is best for visualizing outliers in a dataset, especially in cases of operation
related analysis such as performance metrics and quality improvement. The line between the
origin points and radii can be used as the scale for data points.

Widget 1 - Radar Chart v
Q Search e nfo (& Ediz £ Remove Legend
allow drop-all-packats
drop udp,reset-clinant
udp,alert indexing speed
live smarch '—FH___,_,..-. null
dermy "';:---- denied
udp,drop-all-packes rEsEt-SErVEr
Starting resat-both
udp,drop resat-clinent
raporting speed udp,reset-both
alert
Column Line Donut Area Bar Heatmap Radar TreeMap ‘World Map Takle

The following query gives the output shown above.

| chart count by action()

Response Types Supported

The Radar chart supports four aggregation response types for representation of search results
in the visualization. They are:

Response Type General Syntax

Single Aggregation | chart aggregation parameter by grouping parameterl,

with Grouping grouping parameter2, ........ , grouping parametern

Multiple Aggregation | chart aggregation parameterl, aggregation parameter2 by

with Groupin grouping parameterl, grouping parameter2, ..., grouping
ping parametern
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Timechart Single | timechart aggregation parameter
Aggregation without
Grouping
Timechart Multiple | timechart aggregation parameterl, aggregation

Aggregation without parameter2, .... aggregation parametern

Grouping

Single Aggregation with Grouping

service=* action=* | chart count () by action, service
& BACK service=* action="* | chart count() by service, action Use wizard  All w LAST 10 MINUTES w m
@ Found 491 logs @ AddSeachTo v o More Chart
narmalizer_0, reparting speed M count}
nomm,_front, reparting speed incexsearchor_default, indexing spoed
-4
Ll \
\ Y
indexsearcher_logpoint, indexing speed \ 1 labeling, reparting speed
\ \
\ \
Y \
\ \
‘.“ /‘
store_handler, reporting spoed ——— / . filasystem_callector, reporting speed
/ L — )
= | [
S /
f f
[ |
»
indexsearcher_LogPointhlerts, indexing speed i / normalizer_3, reporting spaed
{
/"
-~
/-
| i -
[
[/
indexsaarcher_Repo?, indexing speed -\'/’ normalizer_1, reperting speed
narmalizer_2, reparting speed spslog_collector_c, raparting speed
service action count()
Q normalizer_0 reporting speed 55
Q indexsearcher_default indexing speed 16
Q labeling reporting speed 2
Q filesystem_collector reporting speed 57
Q normalizer_3 reparting speed 56
Q normalizer_1 reporting speed 56
Q syslog_collector_c reporting speed 38
Page 1 of 1 o= Displaying 1- 10 of 10

You can refer to Single Aggregation with Grouping for more details.

Multiple Aggregation with Grouping
Example:

"norm id"="WinDNSDHCP"| chart count (lease address=end), count (lease
address=start) by user
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€ BACK T " ="WinDNSD | chart count(lease._ , count(lease_addh t) by user Usewizard Al w LAST10 MINUTES w SEARCH
© Found 278 logs © AddSearchTo v dr More = Chart
129.49.108.182

M count(lease_address=end)
M countilease_address=start)

p— / Hrosonte
-
/ Fa
4
PRI S / sz 750
/ .
Rl
w917 19712825740
user count(lease_address=end) countllease_address=start)

Q 129.49.108.182 28 o
Q 74.119.194.18 o 29
Q 165.129.175.60 o 18
Q 197.126.237.40 o 13
Q 67.87.195.179 20 0

You can refer to Multiple Aggregation with Grouping for more details.

Timechart Single Aggregation without Grouping

The Radar chart can be used in time queries to graphically represent the change in values of
the aggregation parameter over a period.

Example:

"norm id"="WinDNSDHCP"| timechart count (lease address=drop)

€ pack " ="WinDNSD timechart count(lease_address=drop) Usewizard  an w LastTiomnutes v [T
@ Found 269 logs © AddSearchTo v o More v  Timechart
Intorval: 2 minutes [ Radar ~ |
o % s W count(lease_address=drop)
o3 o847
ora7 . [
o735 I\ oest
on () 0453
ora 0455
orzs 0857
oz 0859
oras oo
oz o708
or2i 0705
o9 aror
0 oron
o Lo
=
Timestamp countlease_address=drop}

2018/07/12 06:43:14
2018/07/12 06:45:14
2018/07/12 06:47:14
2018/07/12 06:49:14
2018/07/12 06:51:14
2018/07/12 06:53:14
2018/07/12 06:55:14

LPLPLLOLLO

- n o wo >

You can refer to Timechart Single Aggregation without Grouping for more details.

Timechart Multiple Aggregation without Grouping

The Radar chart can be used in time queries to graphically represent the change in values of
aggregation over a period. For Timechart Multiple Aggregation without grouping type, each
aggregation parameter is represented by a unique color.
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Example:

norm id=WinDNSDHCP | timechart count (lease address=drop) as Dropped, count
(lease address=start) as Started, count (lease address=end) as ENDED

« BACK norm_id=WinDNSDHCP | timechart count(lease_address=drop) as Dropped, count(lease_address=start) as Started, count(lease_address=en Use wizard All w LAST 10 MINUTES w

& Found 140 logs @ AddSearchTo w i More = Timechart

Interval: 1 minute m

o631 %% gs03 W Dropped
06:30 0504 W Started
0629 0605 W ENDED
08:04
0507
0608
0609
0810
o&:11
os:12
o821 06113
0820 [N
0619 0815
N
Timestamp Dropped Started ENDED

Q 2018/07/12 06:02:00 0 0 0
Q 2018/07/12 06:03:00 1 o 1
Q 2018/07/12 06:04:00 0 1 2
Q 2018/07/12 06:05:00 2 [} 1
Q 2018/07/12 06:06:00 1 1 0
Q 2018/07/12 06:07:00 0 2 1
Q 2018/07/12 06:08:00 0 2 1
Q 2018/07/12 06:09:00 1 H 1
Q 2018/07/12 06:10:00 2 2 2
Q 2018/07/12 06:11:00 3 2 2
Q 2018/07/12 06:12:00 1 [} 3

You can refer to Timechart Multiple Aggregation without Grouping for more details.
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Sankey chart

Sankey chart is a flow diagram used to depict a flow from one set of values to another. The
connected values are called nodes and the connections are called links. It displays the
corresponding grouping parameters on top of each node of the chart. The width of the link
shows the magnitude of the flow. Colors are used to divide the diagram into different nodes or
to show the transition from one state of the process to another.

Use the Sankey chart to show a many to many mapping between two or more nodes. The
aggregation parameter is used to define the width of the flow between a source node and the
destination node.

Example:

| process geoip (source address) as country | chart count() by country,
severity, category, sub_ category

Widget 1 - Sankey Chart v

Q) Search o Irfo [ Edi: £ Remove

nudl
mull
rull aull
niterna
United States 4

China

— lanan _

— irforrmational
critical

Column Line Donut Area Bar Heatmap Radar TreeMap Word Map Table Parzllel Coordinate Sankey

Response Types Supported

The Sankey chart supports a single aggregation response types for representation of search
results in the visualization. It is :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern
Grouping

Single Aggregation with Grouping

Example:
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| process geoip(source address) as country | chart count() by country,
severity, category, sub_ category

« BACK | process geoip(source_address) as country | chart count() by country, severity, category, sub_category Use wizard Al w LAST 10 MINUTES w
@ Something is wrong I © AddSeschTo ¥ oy More ¥ Chart
country severity category sub_category
Urited States
=g

6
netinfo end

INFO

nNwo N = & 03

L~
country severity category sub_category count)
Belgium 6 computer-and-internet-info end 3
Japan 2 null null 13
Indonesia 0 null null 13
Page of 2 Displaying 1 - 25 of 40

You can refer to Single Aggregation with Grouping for more details.

Operations

Vertical Reposition

You can change the vertical position of the nodes by dragging them in the upward or the
downward direction. You can either overlap the nodes or place them distinctly.
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Stacked Area Chart

Stacked Area charts are fundamentally similar to a standard Area Chart, except for the use of
multiple variables in the x-axis instead of a single variable.

Widget 1 - Stacked Area Chart v
Q Search 0 Irfo (& Ediz &) Remove Legend (v}
m avg(sig_id)
120K
100K
BOK
=114

A0k

20K

Clustered Column Clusterad Bar Clusterad Line Stacked Area Radar Word Map Table

The following query gives the output shown above.

| chart count(), avg(sig id) by action

Response Types Supported

The Stacked Area chart supports two aggregation response types for representation of search
results in the visualization. They are:

Response Type General Syntax

Multiple Aggregation | chart aggregation parameterl, aggregation parameter2 by
with Groupin grouping parameterl, grouping parameter2, ...,grouping
ping parametern

| timechart aggregation parameterl, aggregation

Timechart Multiple :
parameter2, .... aggregation parametern

Aggregation without
Grouping

Multiple Aggregation with Grouping

In the Multiple Aggregation with Grouping response type, the x-axis contains the values of the
grouping parameter(s), whereas the y-axis consists the scale to measure the value of the
aggregation parameters. A unique color represents each aggregation parameter.

sent datasize=* source address=* | chart max(sent datasize), max(received
datasize) by source address order by max(sent datasize), max(received
datasize) desc limit 10°
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+ Back  sent_datasize=* source_address=* | chart max(sent_datasize), max(received_datasize) by source_address order by max(sent_datasize), max(r

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
VISUALIZATION

Use wizard Al

v LASTIOMINUTES w _

@ Found % logs © AddSeachTo = g Moe »  Chat || I
mmax(sent_datasize)
160K mmax(received_datasize)
140K
120K
100K
80K
60K
40K
20K
213465063 6787.195.179 22111080 17631.150.16 165.129.175.60 197.126.237.40
source_address max(sent_datasize) max(received_datasize)
Q 213.46.90.63 83874 74059
Q 67.87.195.179 46612 75461
Q 22.11.1080 44640 86960
Q 176.31.150.16 44349 71851
Q 165.129.175.60 13848 876
Q 197.126.237.40 7250 49825

You can refer to Multiple Aggregation with Grouping for more details.

Timechart Multiple Aggregation without Grouping

Example:
| timechart count (), avg(datasize)

« Back | timechart count(), avg(datasize)

@ Found 16,943 logs © AddSeachTo ¥ o More ¥  Timechart ]
Interval: 20 seconds
® mcount)

e mavgldatasize)
18K

14K

1K
400
200
[ osooam 08:01 AM 08:02 AM 08:03 AM 08:04 AM 08:05 AM 08106 AM 08:07 aM 08:08 AM woram |
September 3, 2019
Timestamp count( avg(datasize)

Q 2019/09/03 08:00:01 362 1]
Q 2019/09/03 08:00:21 674 0.18
Q 2019/09/03 08:00:41 633 0
Q 2019/09/03 08:01:01 377 0
Q 2019/09/03 08:01:21 627 0.3
Q 2019/09/03 08:01:41 538 0
Q 2019/09/03 08:02:01 473 0
Q 2019/09/03 08:02:21 910 1541.61
Q 2019/09/03 08:0Z:41 401 21112
Q 2019/09/03 08:03:01 626 o
Q 2019/09/03 08:03:21 641 o
Q 2019/09/03 08:03:41 380 033
Q 2019/09/03 08:04:01 531 1]
Q 2019/09/03 08:04:21 508 ]
Q 2019/09/03 08:04:41 352 0.35
[e] 2019/09/03 08:05:01 867 1396.83

You can refer to Timechart Multiple Aggregation without Grouping for more details.
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Stacked Column Chart

A Stacked Column chart uses bars to show the comparisons between categories of data but
with an ability to break down and compare parts of a whole. Each bar in the chart represents a
whole, and segments in the bar represent different parts or categories of that whole.

Similar to the Clustered Line Chart, the y-axis represents value of the aggregation parameter,
and the x-axis displays value of the timestamps.

Widget 1 - Stacked Column Chart v

Q) Search o Irfo [# Ediz € Remove Legend

W naexing spead

350 m denied
m reset-server
mallow
Startin
300 black-ur
deny
mdrop
250 mnull
m read
m reset-both
200 drop-all-packets
udp, alert
reset-clinent
156 alert
live search
udp, reset-server
100
50

0&:01:00 PM 0&:01:30 PM 0&:02:00 PM 06:02:30 PM

du 11 SRR
Clustered Line Stacked Column Table

The following query gives the output shown above.

| timechart count () by action

You can use this chart to display the following response type:

Response Types Supported

The Stacked Column chart supports a single aggregation response type for representation of
search results in the visualization. They are:

Response Type General Syntax

Timechart Single | timechart aggregation parameter by grouping
Acgreoation with parameterl, grouping parameter2, ..... , grouping
&8 g parametern

Grouping

Timechart Single Aggregation with Grouping

Example:

source address=* | timechart count () by source address

Page 116/146 | sls-en dashboard visualization_gde - 07/04/2024



& SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD VISUALIZATION

@ Found 501 logs @ AddSeachTo v ¢ Moe v Timechart

Interval: 20 seconds

1721616888
e ® I 0zi0s
m172.21.193.45
90 m172.31.42.77
w 192.168.220.45
70 172.16.161.183
10.207.31.46
10.94.0.94
50  195249.27.66
w93.184.221 133
0000
=10453.77
130.226.115.42
0 172,18.13.232
11:58 AM 11:59 AM 12:00 PM 1201 PM 12:02 PM 12:03 PM 12:04 PM 12:05 PM 12:06 PM 12:07 PM 12:08 PM
July 12,2018

Timestamp source_address count(

Q w55 2018/07/12 11:58:39

Q @ 192.168.220.45 1
Q ® 172.16.161.183 1
Q = 10.94.0.94 1
Q ® 172.16.167.38 1
Q B 77.66.9.77 1
Q )] 77.66.9.79 1
Q @ 10.210.69.7 1
Q ® 10.208.247.23 1
Q ® 50.22.232.74 1
Q W 5 2018/07/1211:58:59

Q )] 0000 1
Q @ 67.87.195.179 1
Q @ 172.28.200.191 1

© Note

If the search result contains a large number of data points (more than 50) or groups (more than
20), switching from the Clustered Line to Stacked Column consumes a large amount of CPU
resources. In this case, SLS displays the following message.

€ Back | timechart count() by action Usewizard Al w LAST10MINUTES w

@ Found 203,901 logs ) AddSearch To = * More Timechart

Interval: 1 hour Stacked Column w

Chart contains large number of data points or groups. This can make browser unresponsive. Render Anyway

Timestamp action count()
Q W == 2018/07/11 09:00:00
Q B 569
Q B indexing speed 268
Q = reporting speed 1,832
Q live search 160
Q W == 2018/07/11 10:00:00
Q B denied 53
~ = 2174

You can refer to Timechart Single Aggregation with Grouping for more details.
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TreeMap Chart

The TreeMap chart visualizes the hierarchical structure of a tree diagram. It displays the weight
of each node in the form of the area size. Each node is assigned a rectangular area with their
child nodes nested inside. The space of each node inside a parent node is displayed with

proportion to all other nodes within the same parent node. If the weight of a child node is zero,
the node is not included in the diagram.

Widget 1 - Tree Map Chart

Q) Search o Irfo [ Ediz € Remove

10.45.3.252

Column Line Donut Area Bar Heatmap Radar TreeMap Word Map Table

Parallel Coordinate Sankey

The following query gives the output shown above.

source address=* action=* | chart count() by source address, action order
by count () desc limit 10

The first grouping parameter is the parent node of a TreeMap diagram, and all its successive
parameters are the child nodes.

The name of the first grouping parameter is displayed in the breadcrumb, while all its fields are
displayed in the containers as individual nodes.

Response Types Supported

The Treemap chart supports a single aggregation response types for representation of search
results in the visualization. It is :

Response Type General Syntax

Single | chart aggregation parameter by grouping parameterl,
Aggregation with grouping parameter2, ........ , grouping parametern
Grouping

Single Aggregation with Grouping
Example:
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source address=* action=* | chart count () by source address, action order
by count () desc limit 10

& BAck source_address=* action=* | chart count() by source_address, action order by count() desc limit 10| Use wizard Al w LAST 10 MINUTES w m
@ Found 1,209 lags @ AddSeachTo v W More v Chart
Breadcrumb
source_ address |

source_address action Container count{)
Q 0.0.00 denied 58
erforma
10.94.2.94 performad 43
rea
Q 10.94.2.94 L 37
enie:
10.45.3.252 denied 36
enie
10.45.3.77 denied 24
Q 10.45.3.241 denied 16
Q 10.45.3.25 denied 12
Q 10.45.3.198 denied 12
Q 10.45.3.245 denied &
Q 10.94.0.254 read &
Page 1 of 1 o Displaying 1- 10 of 10

The aggregation parameter determines the area size of each node in the container.

You can refer to Single Aggregation with Grouping for more details.

Rendering Parameters

Click the gear icon on the right side of the breadcrumb to select the rendering parameters for
the nodes of the treemap chart.
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4 BACK source_address=* action=" | chart count() by source_address, action order by count() desc limit 10| Use wizard Al w LAST10 MINUTES w

@ Found 1,243 logs. @ AddSearchTo + P More ~ Chart

10.45.3.241
masaz:s
mo.x 0258

source_address action countf)
Q 00.00 denied 57
10.94.2.94 erformed 44
p
Q 10.45.3.252 denied 38
Q 10.94.2.94 read 37
Q 10.45.3.77 denied 24

You can choose one of the following type in the rendering parameters
1. Single

2. Unique

3. Gradient

If the Single type is selected, all the nodes in the container are represented by a single color.
You can also select the color to represent the nodes from the Color picker tool.

REMDERIMG PARAMETERS
Type: Single -

Color #ddcde -

=

« Back source_address=* action=" | chart count{) by source_address, action order by count() desc limit 10\

Use wizard ~ All w LAST 10 MINUTES w

@ AddSeachTo v o More Chart

@ Found 1,243 logs

source_address
source_address action count{)
Q 0.0.0.0 denied 57
Q 10.94.2.94 performed 44
Q 10.45.3.252 denied 38
Q 10.94.2.94 read 37
Q 10.453.77 denied 24

Page 120/146 | sls-en dashboard visualization_gde - 07/04/2024




& SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD VISUALIZATION

If the Unique type rendering parameter is selected, all the nodes in the container are
represented by a unique color. The colors are chosen randomly by the SLS itself.

REMDERIMG PARAMETERS

Type: Unigue -

Submit Cancal

If you select the Gradient type rendering parameter, the Color High represents the node with the
most significant area size and Color Low represents the node with the least area size.

REMDERIMG PARAMETERS

Typer Gradient -

Color Low: f#ddcde -

Color High: #EHE4B7C -
Submit Canceal

Each section has a defined color, and different shades of color represent all the nodes of the
division. The darkest shade represents the node with the most significant area size, and the
shade of the color fades as the area size of the nodes decrease.

You can select the color for the nodes of high area value and low area value from Color High and
Color Low drop-down menu respectively.

¢ BAcK  source_address=* action=* () by source_address, action arder by count() des 10 Usewizard Al w LAST 10 MINUTES ‘
@ Found 1,243 logs. Add Search To + More w Chart
TreeMap v
souree_address
|~
source_address action count()
Q 0000 denied 57
Q 10.94.2.94 performed 4
Q 10.45.3.252 denied 38
Q 10.94.2.94 read £
Q 10.45.3.77 denied 24

Page 121/146 | sls-en dashboard visualization gde - 07/04/2024



& SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD VISUALIZATION

Operations

Zoom In and Zoom Out
The Zoom In feature allows you to click any node of the container and expand the chart further.

¢ Back source_address=* action=* | chart count() by source_address, action order by count() desc limit 10| Use wizard Al w LAST 10 MINUTES w
@ Found 1,243 logs @ AddSeschTo v o Moz~ Chart
source_adk idress -]

8]
10.45.3.252: 38 e
—

source_address action count{)
Q 00.00 denied 57

10.94.2.94 erformed 44

p

Q 10.45.3.252 denied 38
Q 10.94.2.94 read 37
Q 10.45.3.77 denied 24

The expanded diagram displays the nodes of the successive grouping parameter associated
with the selected parent node. The new node is shifted to the breadcrumb, and the container is
updated with the fields of the node in the breadcrumb.

For example: In the diagram above, when the user clicks source address10.45.3.252, itis
shifted to the breadcrumb and all its related fields are displayed in the container.

¢ BAacK source_address="* action=* | chart count() by source_address, action order by count() desc limit ‘IO| Use wizard Al w LAST 10 MINUTES w
@ Found 1,243 lags @ AddSearchTo v o Moe v Chart

source_address action count()
Q 0.0.00 denied 57
Q 10.94.2.94 perfarmed 44
Q 10.45.3.252 denied 38
Q 10.94.2.94 read 37
Q 10.45.3.77 denied 24

With the Zoom Out feature, you can go back to the previous state of the diagram by clicking the
breadcrumb.
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World Map Chart

A World Map is a map of a country, a continent, or a region, with colors and values assigned to
specific regions. Values are displayed as a color scale, and you can see the name of the

country by hovering over a particular part.

Widget 1 - World Map Chart

Q) Search o Info [ Ediz £ Remove Legend

[al —— 4 T A
Clustered Column Clustered Bar Clustered Line Stacked Area Radar World Map Table

The following query gives the output shown above.

| process geoip(destination address) as country name | chart count(), avg

(datasize) by country name, action

Response Types Supported

The World Map chart supports two aggregation response types for representation of search
results in the visualization. They are:

Response Type General Syntax

| chart aggregation parameter by grouping parameterl,
grouping parameter2, ........ , grouping parametern

Single
Aggregation
with Grouping
Multiple | chart aggregation parameterl, aggregation parameter2 by
grouping parameterl, grouping parameter2, ., grouping

Aggregation
with Grouping parametern

Single Aggregation with Grouping
In Single Aggregation with Grouping, the color shade on each region of a World Map displays the
value of the aggregation parameter, i.e., higher the value of the aggregation parameter, darker

the color.

Example:

.~..:felj;:46 ‘..‘ ‘|
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| process geoip(destination address) as country name | chart count() by
country name, action

& Back | process geoip(destination_address) as country_name | chart count() by country_name, action Use wizard Al w LAST 10 MINUTES w SEARCH

@ Found 136,784 logs @ AddSeschTo v o More + Chart

0 — 522

country_name action count()

Q null null 42544

Q Brazil null 129

Some notable points about the World Map:

1. Sections of a graph are only clickable if they have some value of aggregation parameter and
the search query contains two or three grouping parameter meaning that you cannot click
and further drill-down the chart for a query with one grouping parameter or more than three
grouping parameters.

2. For search queries with a single aggregation parameter and two grouping parameters, you
can view a Donut chart by clicking on any region of a World Map (with some value for the
aggregation parameter).

UNITED STATES OF AMERICA [~ ]

mreset-clinent
mallow
m reset-both
m drop-all-packets
™ nu'I)P
drop
block-url
alert
m deny
m reset-server
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3. Forsearch queries with a Single aggregation parameter and three grouping parameters, you
can view a Heatmap by clicking on any region of a World Map(with some value for the

aggregation parameter).

UNITED STATES OF AMERICA [ ]
2342

udp

null

reset-b.._ null reset-c... drop allow drop-al... reset-s... alert blodk-u... deny

© Note
You can drill-down operations from these sub-charts.

You can refer to Single Aggregation with Grouping for more details.

Multiple Aggregation with Grouping
In Multiple Aggregation with Grouping, the color shade on each region of a World Map displays
the value of the first aggregation parameter, i.e., higher the value of the aggregation parameter,
darker the color. The values of all other successive aggregation parameters can be viewed using

the sub-charts.

Example:

| process geoip(destination address) as country name | chart count(), avg

(datasize) by country name, action
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« | process geoip(destination_address) try 0 y_name, actior Usowizard Al w LAST10 MINUTES w
@ Found 7,312 logs Add Search To More w Chart
[ wodd Mop ~ |
0 - 14
O NotE

1. The value of the first grouping parameter can only be depicted in the chart if the search

query contains only one grouping parameter. However, the value can be viewed from
the Search Table.

2. Sections of a graph are only clickable if they have some value of aggregation
parameter and the search query contains two or three grouping parameters. Thus, you
cannot click and further drill-down the chart for a query with one grouping parameter or
more than three grouping parameters.

3. For search queries with multiple aggregation parameters and two or three grouping
parameters, you can view a Clustered Column chart by clicking on any region of a
World Map (with some value for the aggregation parameter).
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UNITED STATES OF AMERICA o

m count()
1.2K m avg(datasize)

1.1K

800
700
600
500
400
300

200

reset-clinent

© NotE
You can further drill down from these charts.

You can refer to Multiple Aggregation with Grouping for more details.

Rendering Parameters

Click the gear icon at the top right corner of the World Map to open the rendering parameters
panel.

The Rendering Parameters such as Country, Positive Value, and Negative Value provide a
custom settings option to view data in different formats.

Through the Country option, you can specify the grouping parameter containing the names of
the countries. Whereas, the Positive Value and Negative Value options allow you to select the
color to represent the positive values of the aggregation parameter and the negative value of
the aggregation parameter respectively.

RENDERING PARAMETERS

countny: country_nama v
Positive Value: #D73232 v
Megative Value: #282323 -

Page 127/146 | sls-en dashboard visualization_gde - 07/04/2024 .



* SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
STORMSHIELD VISUALIZATION

Operations

Pan and Zoom
The Pan and Zoom feature allows you to zoom in and out on a specific section on the world map
and shift from one section to another.
R — . |

© AddSeachTo v iy More v Chart

World Map v
-]

€ sack | process geoipl(destination_address) as country_name | chart count() by country_name, action

@ Found 838,993 logs

+

n

0 S— 1225

|~
‘country_name action ‘count() avg(datasize)
Q Finland reset-server 10 0
Q Cape Verde null 1 0
Q Slovenia allow 1 0
n New Zealancd art 7 0
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Drilldown from Search Visualization

SLS provides a number of options for search result visualization. While visualizing the search
results or the content of a widget, it is possible to dive deeper into the results by clicking the
graphical representation. For example, while viewing a search result which includes the fields
such as destination address, destination port, source address, and source port in the search
query, itis possible to drill down to the results based on these parameters. Use the keys from
the original query to drill down.

Common Features of Drill-down

Depending on the original query chosen to drill down from, the contents in the drill-down
context menu varies. There are 3 types of drill-down options in SLS visualization:

1. Filter
2. Drilldown by
3. Top 10 drilldown by

The Filter type drill-down searches on the Range, the Field, and the count(). The Drilldown by
and the Top 10 drilldown by types drill down on the fields and the labels respectively.

For example:

destination address=* source port=* destination port=* source address=*

Page 129/146

N~

While performing drill-down from this query, the following context menu appears on the screen.
It lists all three possible sections in a drill-down context menu.

Filter

Range: 2018/07/%2 06:54:03 To 2018/07/12 046:54:23

View Logs

Drilldown by

destination_address

Three
source_port Drilldown
destination_port Options

source_address

Top 10 drilldown by

destination_address
source_port
destination_port

source_address
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1. Filter
This section contains the following components depending on the original query:

* Range: Displays the subset of the time-period from which you have chosen to drill-down.
It is only displayed for queries containing the timechart command or logs plotted in a
time series manner.

* count(): Total number of logs.

 View Logs: Lets you view the drilled-down logs. You can view them in the same or a new
window by clicking View Logs in the context menu for the given time-range.

© NotE
By default, the Drilldown on full result set slider and count() are disabled (grayed out).

2. Drilldown by
This section contains the fields or labels present in the original query.

3. Top 10 Drilldown by
This section contains the fields or labels present in the original query.

Besides these, the context menu also contains some other options for the following.

Filter

Range: 2018/07/12 0&:51:23 To 2018/07/12 07:01:23 - @)

count(): 2 /J

View L Drill down on full result

s set (enable/disable)

Drilldown by

destination_address
Open in new

source_port i >
Window

destination_paort OF

source_address

Top 10 drilldown by

destination_address
source_port
destination_port

source_address

Drilldown on Full Result Set

It is possible to drill down on the full result. The slider icon present next to the Range value lets
you drill down on the full result set in addition to the subset.

Open drilldown in a New Window
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While performing drill-down, it executes in the same window by default. However, you can click
the Open in New Window icon to open the results in the new window.

Demonstration of Customizable Drilldown from Search Visualization

Consider the following search query:

device ip=* device name=* col type=* source address = 10.94.2.94

This query displays the following visualization.

SEARCH

source_address = 10.94.

@ Found 479 logs Add Search To w More Logs

Histagram Interval: 1 minute Cumulative  Show/Hide Trendline m

® m count()

07:20 AM 07:25 AM 07:30 AM 07:35 AM 07:40 AM

July 12, 2018

log_ts=2018/07/12 07:43:29~ | device_ip=127.0.0.1~ | device_name=localhost~ | col_type=filesystem~ | source_address=10.94.2.94~  sig_id=21500~ | source_name=/var/lag/nginx/access.log
repo_name=_logpoint | status_code=200~ | col_ts=2018/07/12 07:43:29~ | collected_at=LogPoint?1 - | datasize=441~ | duration=0.074~ | logpoint_name=LogPsint?1 + | norm_id=WCL~ | protocol=HTTP~
protocol_version=2.0~ | referer=https://10.45.3.91/~ | request_method=GET v | resource=/data?_dc=1531381407828&... v | user_agent=Mozilla/5.0 (Macintosh; Int... ~

07:13AM  07:15 AM

10.94.2.94 - - [12/Jul/2018:07:43:27 +0000] "GET /data?_dc=1531381407828&requestData=%7B%22waiter_id%22%3A%22waiter-id-
353831531378674991%22%2C%22/imit%22%3A25%2C % 22timeout %223 IAF0% 2C%H225tarts % 22%3A%7 B% T DH2CH 22query%22%3A%22device_ip%3D*%20device_name%3D*¥:20col_type%3D*%20%20s0urce_
address%20%3D%2010.94.2.94%22%2C%22time_range%22%3A%22| 25t%201%20hour#22%2C% 22repos%22%IA%58%5D%7 D&is_dashboard=false&CSRFToken-b2b8e942-b818-4b13-91b0-258490ccfc29-
1531378464.88&LOGGEDINUSER=William HTTP/2.0" 200 441 "hitps://10.45.3.91/" "Mozilla/5.0 (Macintosh; Intel Mac OS X 10_11_6) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/67.0.3396.99 Safari/537.36"

0.074

spieid Busaisiu &

2018/07/12 07:43:29
Access | Successful

log_ts=2018/07/12 07:43:29~ | device_ip=127.0.0.1~ | device_name=localhost | col_type=filesystem | source_address=10.94.2.94 | sig_id=21500~ | source_name=/var/log/nginx/access.log
repo_name=_logpoint+ | status_code=200~ | col_ts=2018/07/12 07:43:29~ | collected_at=LogPoint?1 v | datasize=444~ | duration=0.047 ~ | logpoint_name=LogPeint?1 v | norm_id=WCL~ | protocal=HTTP ~

< 1 of 3 pages > » Displaying 1-25 of 939 logs ) Display maximum: 25 ¥  logs per page

SLS's search result drill-down actions let you dive deeper into the details of the information
presented in the visualization. If you hover over the search graph, the related information of the
selected area is summarized in a tooltip.

source_address = 10.94.2.94 SEARCH

@ Found 234 logs Add Search To + More Logs

Histogram Interval: 1 minute Cumulative Show/Hide Trendline m

® m count()

10 timestamp: 2018/07/12 07:17:00
count(): 22

07:02 AM 07:05 AM 07:10 AM 07:15 AM 07:20 AM 07:25 AM 07:30 AM

July 12, 2018

log_ts=2018/07/12 07:43:29~ | device_ip=127.0.0.1+ | device_name=localhost | col_type=filesystem | source_address=10.94.2.94~ | sig_id=21500~
repo_name=_logpoint~ | status_code=200~ | col_ts=2018/07/12 07:43:29~ | collected_at=LogPoint91~ | datasize=441~ | duration=0.074~ | logpoint_name=LogPoint91~ | norm_id=WCL~ | protocol=HTTP~
protocol_version=2.0~ | referer=https://10.45.3.91/ v | requast_mathod=GET ~ | resource=/data?_dc=1531381407828&... ~ | user_agent=Mozilla/5.0 (Macintosh; Int... ~

source_name=/var/log/nginx/access.log ~

10.94.2.94 - - [12/Jul/2018:07:43:27 +0000] "GET /data?_dc=1531381407828&requestData=%7B%22waiter_id%22%3A%22waiter-id
353831531378674991%22%2C%22|imit%22%3A25%2C%22timeout’%22 % 3AF0% 2C5%22starts%22%3A% 7 B% 7 DH2C%22query¥22%3IA%2 2device_ip%3D*%20device_name#3D*%20col_type%3D*%20%20s0urce_
address%20%3D%2010.94.2.94%22%2C%22time_range%22%3A% 22 ast3%201%20hour%22%2C%22repos%22 %3A%5B %5 D% 7 D&is_t RFToken=b2b8e942-b818-4b1a-91b0-258490ccfc29-
1531378464.888& LOGGEDINUSER=William HTTP/2.0" 200 441 "https://10.45.3.91/" "Mozilla/5.0 (Macintosh; Intel Mac OS X 10_11_6) AppleWebKit/537.36 (KHTML, like Gecko) Chreme/67.0.3396.99 Safari/537.346"

0.074

spieid Bugsaisiu) &

2018/07/1207:43:29

Access | Successful

log_ts=2018/07/12 07:43:29 | device_ip=127.0.0.1+ | device_name=localhost | col_type=filesystem v | source_address=10.94.2.94 v | sig_id=21500+ | source_name=/var/log/nginx/access.log ~
repo_name=_logpoint v | status_code=200 | col_ts=2018/07/12 07:43:29 ~ | collected_at=LogPoint91 v | datasize=444 | duration=0.047 v | logpoint_name=LogPoint®1 v | norm_id=WCL | protocol=HTTP

<l of 38pages > » Displaying 1-25 of 939 logs €  Display maximum: 25 ~  logs per page

Click the highlighted section of the result.
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Filter

Range: 2018/07/12 07:17:00 Te 2018/07/12 07:18:00

Wiew Logs

Drilldown by
device_ip
device_name
col_type

source_address

Top 10 drilldown by
device_ip

device_name

col_type

source_address

In the context menu, enable or disable the drill-down on the Range value by clicking the slider
icon. The corresponding search visualization for the Range is shown below:
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Filter

Range: 2018/07/12 07:14:00 Te 2018/07/12 07:44:00 o &

count(): 26

Wiew Logs

Drilldown by
device_ip
device_name
col_type

source_address

Top 10 drilldown by
device_ip

device_name

col_type

source_address

& BAcK  Hevice_ip=* device_name=* col_type=* source_address = 10.94.2.94 | timechart count() s L Al w  2018/07/12 07:14:00 TO 2018/07/12 07:44:00 w
@ Found 491 lags @ AddSearch To o More w Timechart
el 1 it Cumilive | ShowiHide Tendiine
@ mcount{)

20

70

50

30

10

07:13 AM  07:15 AM 07:20 AM 07:25 AM 07:30 AM 07:35 AM 07:40 AM
July 12, 2018
Timestamp count)

Q 2018/07/12 07:14:00 2
Q 2018/07/12 07:15:00 "
Q 2018/07/12 07:16:00 14
Q 2018/07/12 07:17:00 22
Q 2018/07/12 07:18:00 18
Q 2018/07/12 07:19:00 22
Q 2018/07/12 07:20:00 10
Q 2018/07/12 07:21:00 18
Q 2018/07/12 07:22:00 2
Q 2018/07/12 07:23:00 8
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Filter

Range: 2018/07/12 07:30:00 Te 2018/07/12 07:31:00 £y

Wiew Logs

Drilldown by
device_ip
device_name
col_type

source_address

Top 10 drilldown by
device_ip

device_name

col_type

source_address

device_name=* col_ty, source_addres! 2. C : SEARCH
@ Found 26 logs € AddSearchTo v i More v  Logs
Histagram Interval: § seconds Cumulative | Show/Hide Trendline
® mcount()

i

12

10

E

&

4

2

07:30:00 AM 07:30:05 AM 07:30:10 AM 07:30:15 AM 07:30:20 AM 07:30:25 AM 07:30:30 AM 07:30:35 AM 07:30:40 AM 07:30:45 AM 07:30:50 AM
July 12, 2018

2018/07/1207:30:37
Access | Successful

log_ts=2018/07/12 07:30:37 ~ | device_ip=127.0.0.1~ | device localhost | col_type=filesystem | source_address=10.94.2.94 | sig_id=21500~ | source_name=/var/log/nginx/access.log~
repo_name=_logpoint~ | status_code=200 | col_ts=2018/07/12 07:30:37 ~ | collected_at=LogPoint?1 + | datasize=3703 v | duration=0.080 v | logpoint_name=LagPoint?1 v norm_id=WCL~ | protocol=HTTP~
protocel_version=2.0+ | referer=https://10.45.3.91/~ | request_method=GET v | resource=/data?_dc=1531380628113&... | user_agent=Mozilla/S.0 (Macintosh; Int... v

10.94.2.94 - - [12/0ul/2018:07:30:27 +0000] “GET /data?_dc—1531380628113&requestData=%7B%22search_id%22%3A%223f7911ae-B317-4cf4-b409-

9e8c3cdalb20%22%2C%22seen_version%22%3A0% TD&is_dashboard=false&CSRF Token=b2b8e742-b818-4b12-91b0-258430ccic29-

1531378664.88&LOGGEDINUSER-William HTTP/2.0" 200 3703 *https://10.45.3.91/° “Mozilla/5.0 (Macintosh; Intel Mac OS X 10_11_6) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/67.0.3396.99 Safari/537.36
* 0.080

spi9id Bupsassyu) &

& < 1 of 38 pages 3>  » Displaying 1-25 0f 939 logs €}  Display maximum: 25 ~  logs per page

Click View Logs to see the corresponding log results. The results can be viewed in the same
window or in a new one.

Page 134/146 | sls-en dashboard visualization gde - 02_/04/2024 p s




SLS - DASHBOARD & VISUALIZATION GUIDE - V 2

STORMSHIELD VISUALIZATION

Filter

Range: 2018/07/12 07:30:00 Te 2018/07/12 07:31:00 £y

Wiew Logs

Drilldown by
device_ip
device_name
col_type

source_address

Top 10 drilldown by
device_ip

device_name

col_type

source_address

SEARCH

device_name=* col_ source_addres:

@ Found 26 logs © Add Search To #r More ~ Logs

Histogram Interval: 5 secands Cumulative | Show/Hide Trendline: m

® mcount()

07:30:00 AM 07:30:05 AM 07:30:10 AM 07:30:15 AM 07:30:20 AM 07:30:25 AM 07:30:30 AM 07:30:35 AM 07:30:40 AM 07:30:45 AM 07:30:50 AM
July 12,2018

2018/07/12 07:30:37

Access | Successful

log_ts=2018/07/12 07:30:37 v | device_ip=127.0.0.1 v | device_name=localhost~ | col_type=filesystem v | source_address=10.94.2.94 | sig_id=21500~ | source_name=/var/log/nginx/access.log v
repo_name=_logpoint~ | status_code=200~ | col_ts=2018/07/12 07:30:37 + | collected_at=LogPointd1~ | datasize=3703~ | duration=0.080 | logpoint_name=LogPoint91~ = norm_id=WCL~ = protocol=HTTP~
protocol_version=2.0v | referer=https://10.45.3.91/~ | request_method=GET ~ | resource=/data?_dc=15313806281138.. v | user_agent=Mosxilla/5.0 (Macintosh; Int... ~

10.94.2.94 - - [12/Jul/2018:07:30:27 +0000] "GET /data?_dc=15313806281138requestData=%7B%22search_id%22%3A%223{791ae-83f7-4cfd-b409-
9eBc3cdalb20%22%2CH22seen_version%22%3A0%7D&is_dashboard-false&CSRFToken=b2bB8e%42-b818-4b13-91b0-258490ccic29-

1531378664.88&LOGGEDINUSER=William HTTP/2.0" 200 3703 "https://10.45.3.91/" "Mozilla/5.0 (Macintosh; Intel Mac OS X 10_11_6) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/67.0.3396.99 Safari/537.36
" 0.080

spieid Bupsaieiu) &

'1 3 B of 3Bpages » P Displaying 1-25 of 939 logs € Display maximum: 25 «  logs per page

Click the required Field-values in the Drilldown by section to see the corresponding search
results. The results can be viewed in the same window or in a new one.

Page 135/146 | sls-en dashboard visualization gde - 02_/04/2024 p s




%

STORMSHIELD

SLS - DASHBOARD & VISUALIZATION GUIDE - V 2
VISUALIZATION

Filter

Range: 2018/07/12 07:30:00 Te 2018/07/12 07:31:00

Wiew Logs

device

Drilldown by

ip

device

source

device

device

souUrce

name

col_type

address

Top 10 drilldown by

ip

name

col_type

address

=

4 BACK |device_ip=" device_name="* col

_type=" source_address = 10.94.2.94 | chart count() by device_ip order Usewizard Al w 2018/07/1207:30:00 TO 2018/07/1207:31:00 w SEARCH

@ Found 26 logs

Chart

m count()

Add Search To More v

127.0.0.1

device_ip

127.0.0.

Q

1

count()

26

Click the device ip in the Drilldown by section to append chart count() by device ip order by
count() desc in the search query. The search result can be viewed in the same window orin a

new one.

device ip=* device name=* col type=* source address =

10.94.2.94 | chart

count () by device ip order by count () desc

Click the required labels in the Top 10 drilldown by section to see the corresponding search
results. These results can be viewed in the same window or in a new one.
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Filter

Range: 2018/07/12 07:30:00 Te 2018/07/12 07:31:00 £y

Wiew Logs

Drilldown by

device_ip
device_name
col_type

source_address

Top 10 drilldown by

device_ip

device_name
col_type

source_address

« BACK |device_ip=" device_name=* col_type=" source_address = 10.94.2.94 | chart count() by device_ip order b Usewizard Al w 2018/07/1207:30:00 TO 2018/07/1207:31:00 w SEARCH
@ Found 26 logs Add Search To More Chart
Column w

26 mcount()
2

1@

1

10

&

2

127.0.0.1

device_ip count()

Q 127.0.0.1 26

Click device ip in the Top 10 Drilldown by section to append | chart count() by device ip order
by count() limit 10 desc to the search query. Choosing device ip results in the following query.

device ip=* device name=* col type=* source address = 10.94.2.94 | chart
count () by device ip order by count () desc limit 10

Similarly, the search results can be drilled down on the basis of the source port, destination_
port, and the source address.

The search result can be further drilled down by clicking any part of the result set.

device ip=127.0.0.1 device name=* col type=* source address = 10.94.2.94 |
chart count () by device name order by count () desc
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Special Drilldown Scenarios

Filter Drilldown

Example 1

For Filter Drilldown, if you drill down on the Range and open the results in the same page, the
search is executed in the selected time-range. If you open the search in a new window, it is
executed in the selected time-range with | timechart count() appended to it. The command is
appended only for simple queries.

Use wizard Al w LAST 10 MINUTES w

4 BACK
@ Found 8,504 logs Add Search To w More Logs
Histogram Interval 2 minutes Cumulstive  Show/Hide Trendline Line w
ICHL count()

400 -

550

500

450

4

a0 timestamp: 2018/07/12 06:59:00

350 count(: 305

300

250

06:30 AM 06:35 AM 06:40 AM 0&:45 AM 06:50 AM 06:55 AM 07:00 AM 07:05 AM 07:10 AM 07:15 AM 07:20 AM 07:25 AM
July 12, 2018

2018/07/12 07:30:32
log_ts=2018/07/12 07:30:32 | device_ip=127.0.0.1+ | device_name=localhost | col_type=syslag ~
logpoint_name=LogPoint91 ~

repo_name=_logpoint~ | sevarity=4+ | facility=17+ | col_ts=2018/07/12 07:30:32~ | collected_at=LogPoint91~

g
8
H
3
3
]
B
3
H
&

2018/07/12 07:30:32
log_ts=2018/07/12 07:30:32 | device_ip=127.0.0.1+ | device_name=localhost~ | col_type=syslog~ | repo_name=_logpaint~ | col_ts=2018/07/12 07:30:32~ | collected_at=LogPoint?1 +

lagpaint_name=LogPeint91 ~

2018/07/12 07:30:32

1 of 3Bpages > » Displaying 1-25 of 939 logs €  Display maximum: 25 v logs per page

Select a bar to drill down from. The following context menu appears.

Filter

Range: 2018/07/12 07:11:00 Te 2018/07/12 07:13:00

View Logs

Once you drill down, you can see results similar to the following example.
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€ BACK Use wizard Al w LAST 10 MINUTES w

@ Found 220 logs ) Add Search To v  More w Logs

Hogram Inerak. 5 sacande Cumvteave | ShawfHide Trendiine: =3

® m count{)

07:11:60 AM 07:11:10 AM 07:11:20 AM 07:11:30 AM 07:11:40 AM 07:11:50 AM 07:12:00 AM 07:12:10 AM 07:12:20 AM 07:12:30 AM 07:12:40 AM 07:12:50 AM
July 12, 2018

9 2018/07/12 07:12:59

g' log_ts=2018/07/12 07:12:59 ' device_ip=127.00.1+ | device_name=localhost « ' col_type=syslog~ | repo_name=_logpoint~ | col_ts=2018/07/12 07:12:59 +  collected_at=LogPeint?1

H logpoint_name=LogPoint91 +

g *;"523";"WORKGROUP"; " dB0e9045-6729-41c2-b340-

2 10.2.1.23°;"000000d2";"000000d2" ;"Event type:  Automatic updates are disabled __ Application\Name:  Kaspersky Endpaint Security 10 for Windows __ Component:
E Protection __ Resulf\Description:  Automatic updates are disabled __ ;"

B 07 23:22:40.007000"; "None";"None";"None";"None"; " Nane" ;" No ;" 55901 ;" dB0e9045-6729-4fc2-b340-

015-07-07 23:23:47";"2014-11-03 15:32:37";"2015-07-07 23:23:47";"2015-05-

"Fals 3
2322400007; 32322,

2018/07/12 07:12:58
log_ts=2018/07/12 07:12:58 ~ | device_ip=127.0.0.1~ | device_name=localhost~ | col_type=syslog~ | repo_name=_logpoint~ | severity=1~ | facility=16~ | col_ts=2018/07/12 07:12:58 | collected_at=LogPoint91~

lnennint namasl nnPrintd] «

& < 1 of 38 pages 3 B Displaying 1-25 of 939 logs ) Display maximum: 25 w  logs per page

For the filter type, when the drill-down is executed on Field, search is executed with | filter
<field> = <value>

Consider the following query:

action=*|chart count () by action

The following visualization appears.

. mc4 action=" | chart count() by action I Usewizard Al w LAST10MINUTES w

Found 795 logs Add Search To w More w Chart
9

m block-urd
m live search
m indexing speed
w denied
m Login - Fail
Login - Successful
wildfire-upload-skip
alert
m reporting speed
m login
m forward
m deny
allow
read

action count()
Q block-url 22
Q live search 40
Q indexing speed L]
Q denied 13

If you drill down on the reporting Speed, the following context menu appears.
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Filter
action: reporting speed
count(): 576
View Logs
Drilldown by
action
Top 10 drilldown by
action
If you drill down on the reporting speed, the appended search query is:
action=* | chart count () by action | filter "action"="reporting speed"”
. B/\CK|aC(\0n=”\:\‘d\t(mm‘(() by action | filter "action*="reporting speed | Usewizard Al w LAST10MINUTES
@ Found 22 logs © Add SearchTo ¥ More ¥ Chart
EXxa

mreporting speed

Example 2

When the drill-down is executed on count() for the Filter type, the search is executed with |
search count() = <value>. Consider the following example:

action=* | chart count () by action

The following visualization appears.
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& BaCK action=* | chart count() by action Usewizard Al w LAST10 MINUTES w
@ Found 857 logs © AddSearchTo # More v Chart
mcount()

action: reporting speed
count(: 544

50 100 150 200 250 300 350 400 450 500 550
|~
action count() 4
Q reporting speed 544
Q indexing speed 65
Q live search 40
Q alert 35

The context menu for this drilldown is:

Filter

action: reporting speed

count): 544

View Logs

Drilldown by

action

Top 10 drilldown by

action

When the drill-down is executed on count(): 544, the new appended query is:

action=*|chart count () by action | filter "count ()" = 544
€ BACK action=" | chart count() by action | filter "count()"=544 Use wizart d Al w LAST10MINUTES w
@ Found 1,101 logs © AddSearchTo ¥ W More ¥ Chart
[Ex)
mcount()

reporting speed

action count()

Q reporting speed 544
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Example 3
When the drill-down is conducted for <empty query> | chart count() by group, the customizable
drill-down options differ. Consider the following:

| chart count() by action

The following visualization appears.

Use wizard Al w LAST 10 MINUTES w SEARCH

% BACK action=* 0 action
@ Found 7,899 logs Add Search To w More Chart
mcount()

7*

6K

5K

4

3K

%

K

bl a e de. e 3 d pe. al e. d fo de d d dr. d re
action count() J

Q null 7004

Q reporting speed 554

Q indexing speed 67

Q block-ur 40

Clicking drill-down for a bar opens up the following context menu. In this case, only the Filter
section with field, count() and View Logs is displayed as shown.

Filter

action: reporting speed
count(): 554

View Logs

If you click "action: reporting speed”, the new query becomes:
| chart count () by action | filter "action"="reporting speed"

If you click "count(): 544", the new query becomes:

| chart count() by action | filter "count ()"=544

Drilldown by
For Drilldown by, when the drill-down is executed on fields or label, search is executed with the
given query followed by | chart count() by <field> order by count() desc

.~..:?elj;:46 ‘..h ‘l
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For example:
action = denied

The following visualization appears. Hover over the required result and click to drill down.

€ 8Back action=denied Use wizard Al w LAST 10 MINUTES w

@ Found 11 logs ) AddSearchTo w W More w Logs
Histogram Interval: 20 seconds Cumulative | Show/Hide Trendline:
@ m count()
1.8
1.4
1
06
02
01:38 PM 01:39 PM 01:40 PM 01:41 PM 01:42 PM 01:43 PM 01:44 PM 01:45 PM 01:46 PM 01:47 PM
July 12,2018

2018/07/12 13:47:09
Connection = Deny | Firewall

log_ts=2018/07/12 13:47:09~ | device_ip=127.0.0.1~ | device_name=localhost~ | col_type=filesystemv | source_address=0.0.0.0~ | source_port=68~ | destination_address=255.255.255.255 v
destination_pornt=67 ¥ | sig_id=19023 ~ | source_name=~/var/log/syslog v | repo_name=_logpoint~ | action=denied~ | object=set_firewall v | col_ts=2018/07/12 13:47:09 - | collected_at=LogPoint v
logpoint_name=LogPeint v | norm_id=Kernel v | process=kernelv | protocol=udp

Jul 12 08:02:03 LogPoint kerel: [57982.163887] set_firewall; denied udp; IN=eth0 OUT= MAC=ff:ff.ff:ff:{f.1:00:50:56:b3:c0:66:08:00 SRC=0.0.0.0 DST=255.255.255.255 LEN=328 TOS=0x10 PREC=0x00 T
TL=128 ID=0 PROTO=UDP SPT=68 DPT=67 LEN=308

g
8
H
L3
g
-]
o
s
H
&

2018/07/12 13:46:07

Connertinn Nenv | Firewall

& < 1 of 3Bpages > » Displaying 1-25 of 939 logs @)  Display maximum: 25 v logs per page

In the Drilldown Context Menu, click action under the Drilldown by section.

Filter

Range: 2018/07/12 13:39:26 To 2018/07/12 13:39:46

View Logs

Drilldown by

action

Top 10 drilldown by

action

The search results of the drilldown appear.
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€ BACK Iac(icn=denied | chart int() by action order by count() des Use wizard Al w LAST 10 MINUTES w
® Found 2logs Add Search To v More Chart
m count()
1.8
1.4
1
0.6
02
denied
|~
action count()
Q denied 2
New query:

action = denied| chart count () by action order by count () desc

Top 10 Drilldown by

For Top 10 Drilldown by, when you execute the drill-down on field-values or label, the search is
executed with the given query followed by | chart count() by <field> order by count() desc limit
10.

Execute a query and click the search result visualization to dive deeper. In the context menu,
click the field under the Top 10 Drilldown by section. The search result of the drill-down appears
on the screen.

€ BAck action=denied | chart count() by action order by count() desc limit 10| Use wizari d Al w LAST10 MINUTES w
@ Found 2logs AddSearch To v More
m count()

18

1.4

1

0.6

0z

denied
action countf()

Q denied 2

action = denied| chart count () by action order by count () desc limit 10
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Additional information and answers to questions you may have about SLS are available in the
Stormshield knowledge base (authentication required).
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